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Abstract

In today’s market, the process of dealing with textual data for internal and external pro-
cesses has become increasingly important and more complex for certain companies. In
this context,the thesis aims to support the process of analysis of similarities among tex-
tual documents by analyzing relationships among them. The proposed analysis process
includes discovering similarities among these financial documents as well as possible
patterns. The proposal is based on the exploitation and extension of already existing ap-
proaches as well as on their combination with well-known clustering analysis techniques.
Moreover, a software tool has been implemented for the evaluation of the proposed ap-
proach, and experimented on the EDGAR filings, on the basis of qualitative criteria.

Keywords: TFIDF (Term Frequency-Inverse Document Frequency), LDA (Latent Dirich-
let Allocation), LSI (Latent Semantic Indexing), SVM (Support Vector Machine), PCA
(Pronciapal Component Analysis)
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1 Introduction

1.1 Background

In today’s, the process of dealing with financial information has become increas-
ingly important and more complex for companies. Financial information is quite
tough and the accessible data on the market needs to satisfy needs of potential
customers.

Document and text clustering is an unsupervised learning technique. Document
clustering deals with the unsupervised partitioning of a document collection into
meaningful groups based on their textual content, usually for topic categorization;
i.e. an individual cluster contains documents on one topic whereas different clus-
ters will contain documents on different topics. Unlike document classification -
which is a supervised learning method that requires prior knowledge of document
categories to train a classifier, document clustering is an unsupervised learning
method that does not rely on prior categorization knowledge.

Natural Language Process (NLP) is a system to read heterogeneous information
and gather feature vectors for required data. Firstly, in vectorization each text
input represents with real vector representation that can represent the inner con-
cept of text is easy to define. Secondly, for symbolic data similarity is often deter-
mined making use of special purpose similarity measures and distance functions,
for a great deal depending on the application domain under consideration.

During the thesis different well known clustering algorithms were used to cluster
the data into different groups, for example the corpus was classify into different
topics on the basis of terms appear in text. To classify the data into these dif-
ferent categories will be similarity and distance between different features. If the
similarity matrix of features will be quite same it will classify as same otherwise
it will classify in conventional way. Similarly the topics were classified in different
categories based on their semantic meaning as well.

To cope with non-vectored information two approaches exist. First, prepossess-
ing approach, textual information will have transferred to real vector used for one
standard kernel function. Secondly, kernel function map real vector in feature
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space F .

1.2 Problem Statement

Financial Documents clustering is an unsupervised learning system for structure
detection. Its detects feature and structure construction, both correct and incor-
rect, in freely written text in EDGAR filing system. It can also determine bond and
not bond, given a text with enough identifying attributes.

Objects that achieve from documents belongs to bond and not bond cluster using
different clustering algorithms. These similarities depend on semantics meanings
and distance between vectors. Those vectors have shorter distance belongs to
one and those have large distance belongs to different clusters.

1.3 Objective

The aim of the research is to establish the composition-property relationship of
financial EDGAR documents in order to reduce the time taken for the approval
of a financial document with the help of machine learning tools. More specifi-
cally if the changes that occur in the documents when there is a change in the
agreement parameters can be efficiently predicted, then the probability of that
documents is bond or not bond agreement can also be efficiently predicted. To
do that the financial documents of different different companies that have been
collected from EDGAR filings must be analyzed and machine learning algorithms
must be applied to the documents in order to extract useful information.

Information extraction from files and make set of objects for data or vector repre-
sentation of objects. Correct object gathering and vector representation we used
a prepossessing technique.

Natural Language Process (NLP) is a system to read heterogeneous information
and gather feature vectors for required data. Firstly, in victories each text input
represents with real vector representation that can represent the inner concept of
text is easy to define. Secondly, for symbolic data similarity is often determined
making use of special purpose similarity measures and distance functions, for a
great deal depending on the application domain under consideration.
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To cope with non-vectored information two approaches exist. First, prepossess-
ing approach, textual information will have transferred to real vector used for one
standard kernel function. Secondly, kernel function map real vector in feature
space F .

The scope of my work is the final step, the classification of the files as being typi-
cal for a certain stage, for which machine learning (ML) methods, more specially
T FIDF , PCA (Principal Component Analysis), LDA (Latent Dirichlet allocation)
and K−mean, have been applied.

1.4 Limitation

Major clustering performance are being analyzed through cross validation of clus-
ter e.g. similarities and dissimilarity measurements, Value for specific cluster and
whole cluster and (e) Correct cluster with x objects should be better than noisy
cluster with x object.

1.5 Information About EDGAR Filings

EDGAR, the Electronic Data Gathering, Analysis, and Retrieval system, performs
automated collection, validation, indexing, acceptance, and forwarding of sub-
missions by companies and others who are required by law to file forms with
the U.S. Securities and Exchange Commission (SEC). Its primary purpose is to
increase the efficiency and fairness of the securities market for the benefit of in-
vestors, corporations, and the economy by accelerating the receipt, acceptance,
dissemination, and analysis of time-sensitive corporate information filed with the
agency [1].

Not all documents filed with the Commission by public companies will be available
on EDGAR. Companies were phased in to EDGAR filing over a three-year period,
ending May 6,1996. As of that date, all public domestic companies were required
to make their filings on EDGAR, except for filings made in paper because of a
hardship exemption. Third-party filings with respect to these companies, such as
tender offers and Schedules 13D, are also filed on EDGAR.

However, some documents are not yet permitted to be filed electronically, and
consequently will not be available on EDGAR. Other documents may be filed on
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EDGAR voluntarily, and consequently may or may not be available on EDGAR.
For example:

1. Form 144 (notice of proposed sale of securities) may be filed on EDGAR at
the option of the filer.

2. Forms 3, 4, and 5 (security ownership and transaction reports filed by cor-
porate insiders) filed before June 30,2003 may be filed on EDGAR at the op-
tion of the filer, but those filed on or after that date must be filed on EDGAR.

3. Filings by foreign companies and foreign governments before November
4,2002 either could be made on EDGAR at the option of the filer, or were
not permitted to be filed electronically, but from that date on, these filings
must be made on EDGAR.

It should also be noted that the actual annual report to shareholders (except in
the case of investment companies) need not be submitted on EDGAR, although
some companies do so voluntarily. However, the annual report on Form 10−K
or 10−KSB, which contains much of the same information, is required to be filed
on EDGAR.

Figure 1.1: EDGAR Filing
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1.6 Related Work

The thesis is organized as follows. In Chapter 2 we will present the preprocessing
which are needed to treat textual data. In Chapter 3 we will look at different sim-
ilarity measures in data points and extract important features from textual data.
In Section 3.6 we focus two different approaches supervised and unsupervised
learning to identify the ordering or patterns in a data set.

In Chapter 4 we look at the clustering techniques of the data vectors and the main
results on this regard. We will look on different evaluation measure for cluster’s.
Also check the benefits in different fields of machine learning.

In Chapter 5 we describe the proposed model for textual data mining and com-
parison of different methods. We will look on implementation on the proposed
model and check the results. Also implement semi-supervised classification us-
ing through different models.



6
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2 Text Prepossessing

This chapter provide a introduction of text prepossessing. In this phase raw
data will be processed and convert to machine understandable. Unnecessary
words and semantic word will be remove from text [2]. Pre-processing phase
is concerned in producing the machine interpretable representation of given text
documents before applying clustering techniques. The main procedure of text
prepossessing is represent in diagram 2.

Text pre-processing is an essential part of any NLP system, since the characters,
words, and sentences identified at this stage are the fundamental units passed
to all further processing stages, from analysis and tagging components, such as
morphological analyzers and part-of-speech taggers, through applications, such
as information retrieval and machine translation systems [3]. Text documents
often contains some unnecessary information like stop words and special formats
like number format and date format. So after removal of these word we normally
reduce the size of document for better results.

1. To reduce indexing(or data) file size of the Text documents

a) Stop words accounts 20−30% of total word counts in a particular text
documents.

b) Stemming may reduce indexing size as much as 40−50%.

2. To improve the efficiency and effectiveness of the system

a) Stop words are not useful for searching or Text mining and they may
confuse the retrieval system.

b) Stemming used for matching the similar words in a text document.

More generally, we are interested in performing some basic task and transfor-
mations on the text, in order to be left with artefacts which is used for further
processing, more meaningful analytic task afterward [4].
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Text Documents

Tokenization

Punctuation Removal

Digit Removal

Stop Words Removal

Stemming

Stemmed Words

Figure 2.1: Steps of Text Preprocessing

Document Contents
D1 the dr. lives in a blue box
D2 Natural language processing (NLP) is a

field of computer science
D3 My favorite color is blue

Table 2.1: List of Documents



Chapter 2: Text Prepossessing 9

2.1 Tokenization

Definition 2.1 It is a process in which we break down the long sentence into
words, phrases, symbols, or other meaningful elements are called tokens.

After applying this process we get a list of token that is become input for further
processing. Tokenization is useful part for lexical analysis. All processes in infor-
mation retrieval require the words of the data set. It is sounds trivial because text
is already save in machine readable format but still some problems will arise due
to hyper links, punctuation mark or some other formats.

D1 D2 D3
the Natural My
dr. language favorite
lives processing color
in (NLP) is
a is a blue
blue field
box of

computer
science

Table 2.2: Tokenization of Documents

we competing strategies such as keeping the punctuation with one part of the
word, or discarding it altogether. The main purpose of tokenization is highlight
the meaningful words. These is a problem in abbreviations and acronyms which
have to be transformed into a standard form.

Tokenizing unsegmented language sentences requires additional lexical and mor-
phological information. Tokenization is also affected by writing system and the
typographical structure of the words. Structure of languages can be grouped into
three categories [3]:

Isolating: Words do not divide into smaller units. Example: Mandarin Chinese.

Agglutinative: Words divide into smaller units. Example: English, German.



10 Chapter 2: Text Prepossessing

Inflectional: Boundaries between morphemes are not clear and ambiguous in
terms of grammatical meaning. Example: Latin.

2.2 Stop Words Removal

Many words in a document or frequently used but they are essential meaningless
in text mining. It is used for joining the words in sentence together. Stop words
do not contribute to the context or content of textual documents. High frequency
of these common words is obstacle to understand the meaning of document con-
tent.

Stop words are commonly used and not useful for the classification of document.
So, these words will be removed and this process will reduce the text data and
improve the performance of algorithm. These include:

1. Set all characters to lowercase

2. Remove numbers (or convert numbers to textual representations)

3. Remove punctuation (generally part of tokenization, but still worth keeping
in mind at this stage, even as confirmation)

4. Strip white space (also generally part of tokenization)

5. Remove default stop words (general English stop words)

D1 D2 D3
dr. Natural favorite
lives language color
blue processing blue
box (NLP)

field
computer
science

Table 2.3: Removal of Stop Words in Documents
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2.3 Stemming

Definition 2.2 Stemming is the process of conflating the variant forms of a word
into a common representation, the stem.

For example, the words: "presentation", "presented", "presenting" could all be re-
duced to a common representation "present". The stemming process remove the
morphological and inflexional endings from words. It is widely used in information
retrieval for text data.

D1 D2 D3
dr. Natural favorite
live language color
blue process blue
box (NLP)

field
computer
science

Table 2.4: Stemming of Words in Documents

There are mainly two errors in stemming.

Over-stemming is when two words with different stems are stemmed to the same
root. This is also known as a false positive.

Under-stemming is when two words that should be stemmed to the same root
are not. This is also known as a false negative.

2.4 Lemmatization

Lemmatization is related to stemming, differing in that lemmatization is able to
capture canonical forms based on a word’s lemma.

Better−> Good (2.1)
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For example, stemming the word "better" would fail to return its citation form
(another word for lemma); however, lemmatization would result in the following:

It should be easy to see why the implementation of a stemmer would be the less
difficult feat of the two.
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3 Features Extraction and Similarity
Measures

Another important aspect is to identify common features found in several docu-
ments. Similarities in these text in terms of content and interest increases with the
increase in number of common features [7]. Although to find similar text, which
have same kind of interest and same kind of content is a very firm task. The main
challenges which makes it hard to identify similarities between is the heteroge-
neous nature of information coming from content, graph structures, interaction
data etc. and distinct kind of nodes. Some nodes have millions of followers and
some has very less [9].

Similarity measure between different entities is understood by different types of
definitions in the field of statistics and data mining. Similarity measures have
been proven as a very important key step in different technologies such as clus-
tering, classification, recommendation engines and anomaly detection. Comput-
ing similarity is to compute identicalness between two entities. In data mining,
similarity increases with decrease in distance and decreases with the increase
in distance between various dimensions constituting features of the entities [10].
Similarity is usually computed scaling from 0 as lowest similarity to 1 for identi-
cally similar entities.

• Similarity = 1 if A = B,

• Similarity = 0 if A! = B, (where A, B are two entities)

There are various kinds of methods to evaluate similarity distance and here the
five mostly used similarity measures which are Euclidean distance, Cosine simi-
larity, Jaccard similarity, Manhattan distance and Minkowski distance.

3.1 Euclidean distance

Definition 3.1 Euclidean distance is the most common distance measure for
identifying similarity or dissimilarity between two points or vectors is euclidean
distance as it is simple to calculate and works better for a continuously coming
data or very dense data set.
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Euclidean distance takes use of Pythagorean theorem to calculate the shortest
distance connecting the two points.

Euclidean distance√
k
∑

i=0
(ai−bi)2

Figure 3.1: Euclidean Distance

As shown in Figure 3.2, the distance between black circle and blue circle is calcu-
lated by taking out the sum of the difference between corresponding dimensions
of the points or vectors and then taking out the square root of the total sum as
shown in eq (3.1). Euclidean distance does not allow data to be normalized to
the same level, so it is always good to use euclidean distance when needs to
measure data on the same scale. For Euclidean distance, distance between n
dimensions of both a and b are calculated by taking square root of the total sum
of square of the difference between them.

d(a−b) =
√

(a1−b1)2 +(a2−b2)2....(an−bn)2 (3.1)

Then, the above eq (3.1) can be written in the standard form as:

d(a−b) =

√
∞

∑
n=0

(ai−bi)2 (3.2)
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3.2 Cosine similarity

Cosine similarity is a measure of similarity which helps in calculating out the
cosine of the angle created in between the inner product measure (A.B/|A||B|)
of the two non zero vectors. The highest value of similarity which can be obtained
is 1, which is the highest because cosine similarity ranges from 0 to 1. Cosine of
0 degree is equal to 1 and it is always less than 1 for any other angle between
the vectors.

Cosine similarity

Sim(A,B) = cos(Θ) = A.B
|A||B|

Figure 3.2: Cosine similarity

As shown in equation below, cosine similarity can be calculated by calculating
the dot product of A and B and dividing it by the Modulus of A and B.

Sim(A,B) = cos(Θ) =
A.B
|A||B|

(3.3)

As in Figure 3.2, the cosine similarity is calculated on the basis of the angle
created between the black circle and blue circle. Cosine similarity compute the
similarity by taking out the normalized dot product of the two given points or
vectors as shown in eq (3.3). Cosine similarity is very useful when working with
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sparse data and it is usually used in positive space, where outcome will always
be in between 0 and 1.

3.3 Jaccard similarity

Jaccard similarity is being used to compute the similarity in between finite number
of sets and is calculated by taking out the cardinality of the intersection of the sets
and dividing it by the cardinality of the union of the sets as shown in eq (3.4).

Jaccard similarity J(A,B) = A∩B
A∪B

A BA∩B

Figure 3.3: Jaccard similarity

Sim(A,B) =
A∩B
A∪B

(3.4)

As shown in Figure 3.3, Jaccard similarity in between two sets A, B is taken out
by taking out the cardinality of the intersection of A and B and dividing it then by
Cardinality of their union. Jaccard similarity also has a same similarity range as
in cosine similarity, where 0 is the lowest similarity and 1 as the highest similarity
between two finite sets or points. As shown in the below Figure 3.6, Jaccard
similarity can be calculated by calculating the intersection between A and B and
then dividing the result by the union of A and B.
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3.4 Manhattan distance

Manhattan distance is the measure of distance between two entities by calculat-
ing the absolute difference between all the cartesian coordinates of these entities
or in other words it is calculated by calculating the difference between x coor-
dinates and y coordinates respectively. Manhattan is also commonly known as
L1 norm or distance, rectilinear distance, Manhattan length, Minkowski’s L1 dis-
tance, city block distance, taxi-cab metric and city block distance.

Manhattan distance
k
∑

i=1
|ai−bi|2

Figure 3.4: Manhattan distance

d(a−b) =
∞

∑
i=0
|ai−bi|2 (3.5)

Lets say there are two points, as shown in Figure 3.4 by black and blue circle,
Manhattan distance between these two points will be calculated by computing
the sum of variations in absolute x−axis and y−axis. This is measured through
axes at right angles between two points by using eq (3.5), as shown in Figure
3.4, Manhattan is calculated same as Euclidean distance.
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3.5 Minkowski distance

Minkowski distance is calculated by generalizing the Manhattan distance and
Euclidean distance metric or measure.

Minkowski distance

(
n
∑

i=1
|xi−yi|p)

1
p

P1

P2

Figure 3.5: Minkowski distance

dis(x,y) = (
∞

∑
n=0
|xi− yi|p)

1
p (3.6)

As shown in Figure 3.5, Minkowski distance between two points or vectors is
measured by computing the different Minkowski metric orders on various vari-
ables of the given points by using eq (3.6). Minkowski is known by various names
because of its different metric orders, which are:

• p = 1, is the Manhattan distance. In this case it is also known by L1-norm,
city-block distance or Taxicab. Minkowski distance, sometime also called
as Foot-ruler distance, when working with ranked ordinal variables of two
vectors.
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• p = 2 is the Euclidean distance. In this case it is also known as Ruler
distance or L2-norm. Minkowski distance, sometimes also called as Spear-
man distance, when working with ranked ordinal variables of two vectors.

• p =infinity is the chebyshev distance. In this case it is also known as chess-
board distance or Lmaxnorm.

3.6 Pattern Identification techniques

Pattern identification or pattern recognition comes from the field of machine learn-
ing. Its focus is on identifying the ordering or patterns in a data set. Their are
two approaches in pattern identification which includes supervised learning, in
which rules or patterns are learned from trained labeled data set and unsuper-
vised learning, in which unknown rules or patterns are discovered from unlabeled
data set. Pattern identification algorithm takes statistical variation into account to
find out the most possible matching inputs of all the possible inputs taken.

Pattern identification takes all given features of an entity and repeats this process
for every entity present in the given data set. Pattern identification algorithm
takes use of probabilistic approach and finds out the ordering of features based
on highest probability or regularity in the data set and then create a set of rules
or ordering of features in decreasing order of probability or regularity in the data
set. Pattern identification can be done in different ways:

Association rules help in understanding conclusive association relationships
between a group of objects. It helps in discovering set of rules by multiple levels
of concepts from the group of objects. For example, it helps in discovering symp-
toms that are occurring with specific kind of diseases and can identify the reasons
for the diseases. In recent time, a lot of interest has been grown in the field of
mining association rules from a data set containing different dimensions. It helps
in finding fascinating patterns or rules in data set and can be used in medical
diagnosis, selective marketing, decision support patterns, financial forecasts and
many other different applications [11].

To produce interesting rules, there are various measures that needs to be con-
sider. Most useful and highly accepted measures are confidence, lift, conviction
and support which are explained below: Lets take an example as shown in Table
3.6, by which these measures can be explained. Let A be an item set and there
is an association rule A⇒ B with L as a set of different l transactions.
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Transaction
Id

Egg Pepper Salt Chicken Beer

1 1 1 0 0 0
2 0 0 1 0 0
3 0 0 0 1 1
4 1 1 1 0 0
5 0 1 0 0 0
6 1 1 1 1 1

Table 3.1: Transaction table of items

Support helps in discovering the regularity of the set of items from entire data
set. Referring to eq (3.7), to find support of A with respect to L is the proportion
of transaction l, which consists of item set A. Now, lets compute support of
A(Chicken, Beer), this will be 2

6 , because A comes two times in six transactions
and now its support will be 0.334.

supp(A) =
|t ∈ T ;A⊂ t|
|T |

(3.7)

Confidence is the proof of how regularly the rule has been founded true. Referring
to eq (3.8), the confidence value for A⇒B with respect to total transactions, is the
proportions of the number of transaction which consists of A and also contains
B. Now, lets compute confidence of (Chicken, Beer)⇒ (Pepper), which is 0.16

0.334
and constitutes to 0.49. It means that around 49 percent times customers buys
Bread, if they have bought Beer and Chicken.

con f (A⇒ B) =
support(A∪B)

support(A)
(3.8)

Lift in association rule is the observed support ratio, if support of A and sup-
port of B is independent. Considering A⇒ B, as shown in eq (3.9), let com-
pute Lift on an example (Chicken,Beer)⇒ (Pepper) is computed by 0.16

0.66×0.33
because support of A(Chicken,Beer)⇒ B(Pepper) is 0.16 and individually sup-
port of (Chicken,Beer) is 0.66 and support of (Pepper) is 0.33, which gives us
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the value of lift that is 0.76.

li f t(A⇒ B) =
support(A∪B)

support(A)× support(B)
(3.9)

Another measure of association rule is Conviction, which is defined in eq (3.10).

conv(A⇒ B) =
1− support(B)

1− con f (A⇒ B)
(3.10)

Again using the rule used in above equations (Chicken,Beer)⇒ (Pepper), by
referring eq (3.4), the conviction for this rule will be 1−0.33

1−0.49 , that is 0.67
0.51 ⇒ 1.31,

which explains the ratio of expected number, where A occurs without B, if A and B
are independently divided by the observed by the number of false predictions.

Sequential pattern analysis is used for analyzing sequential data, to identify
or to discover sequential patterns in the given data set of features. Sequential
pattern mining is used to for identifying sub-sequences of interest in the set of
sequences, where interest consists of various components such as length, profit
and frequency of occurrence [6].

Trend analysis is is also a well known operation to gather information and then
identifying a pattern. Trend analysis is usually done on time series data set. Time
series is formed by doing same calculation over a fixed interval of time frame on
a regular basis.Time series indicates or represents the values taken by an object
for a time period such as a year or a month.

Time series can consists of different types of data points such as numerical, cat-
egorical or symbolic by nature. Instead of focusing on the each data points in the
time series, focus can be made on different segments and by this interesting pat-
terns can be discovered and can identify and understand different trends from it.
Trend analysis is very important because of the sequential results of an object for
a specific time period can help in forecasting the future characteristics or behavior
or even help in discovering the probable causes behind the outcome [12].
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3.7 Feature Extraction Methods

Feature selection is more common and easy to apply in the problem of text cate-
gorization [13] in which supervision is available for the feature selection process.
Also, number of unsupervised methods are available for feature extraction in doc-
ument clustering. Some of methods are described.

3.7.1 Document Frequency-based Selection

The simplest possible method for feature extraction in document clustering is
that of the use of document frequency to filter out irrelevant features. While the
use of inverse document frequencies reduces [TF-IDF] the importance of such
words, this may not alone be sufficient to reduce the noise effects of very fre-
quent words [15]. Those words which are too much frequent in the corpus of
documents can be removed because they are typically common words such as
"is", "an", "the", or "of" which are not discriminative from a clustering aspect.
Such words are also referred to as stop words. A variety of methods are com-
monly available in the literature [14] for stop-word removal. Typically commonly
available stop word lists of about 300 to 400 words are used for the retrieval pro-
cess. In addition, words which occur extremely infrequently can also be removed
from the collection. This is because such words do not add anything to the sim-
ilarity computations which are used in most clustering methods.In some cases,
such words may be misspellings or typographical errors in documents. Noisy bag
of words which are derived from the web, blogs or social networks are more likely
to contain such terms. We note that some lines of research define document
frequency based selection purely on the basis of very infrequent terms, because
these terms contribute the least to the similarity calculations. However, it should
be emphasized that very frequent words should also be removed, especially if
they are not discriminative between clusters.

The t f − id f score for a term at position i in document j is computed as

(t f − id f )i j = t fi j× id fi (3.11)

Where t fi j is the term frequency for term i in document j. id fi, is the inverse
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document frequency for a term ti expressed as

id fi = log
|D|

|{d : ti ∈ d}|
(3.12)

|D| denotes the total number of documents in the corpus and the denominator,
|{d : ti ∈ d}| are the number of documents in which therm ti exists.

The t f − id f weighting scheme will increase the weight of terms that have fre-
quent occurrence in a smaller set of documents and lower the weight of those
terms that are frequently occurring over the entire corpus. t f − id f is just one out
of many different weighting schemes [16].

Note that the td− id f weighting method can also naturally ïňĄlter out very com-
mon words in a "soft" way. Clearly, the standard set of stop words provide a valid
set of words to prune. Nevertheless, we would like a way of quantifying the im-
portance of a term directly to the clustering process, which is essential for more
aggressive pruning.
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4 Clustering Approaches

Clustering or cluster analysis is used to group together unlabeled data into similar
groups known as clusters. Cluster analysis have many definitions like it helps in
finding the groups or clusters when their is no knowledge about the categories
of data set, it helps in dividing a set of entities into compact group of small sets
by using similarity on different dimensions of these entities to form homogeneous
clusters or organizing sets of multidimensional patterns into different groups or
clusters etc. Clustering is used for identifying a group of objects or grouping
them together such that, the objects in the same group are very much similar to
each other with respect to the users which are present in any other group.

Figure 4.1: Cluster analysis

As shown in Figure 4 Clustering is a one of the main field of data mining and is
very commonly used in statistical analysis of data set. It is very commonly used in
the field of machine learning, image analysis, computer graphics, bio-informatics,
information retrieval tasks and image analysis. Clustering approaches are com-
pared to each other by the help of certain properties that are separation,dimension,
density, shape and variance. Less variance produces very compact and tight
clusters [18].
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4.1 Clustering Requirements

There are different measures required to perform cluster analysis on data that
are shown in Table 4.1, consists of Data presentation, Objects choice, Variables
choice, What to cluster, Normalization, Similarity (proximity) measures, Cluster-
ing criteria, Handling missing data, Clustering algorithms, Clusters number and
Result interpretation. Some of them are explained below:

Proximity measure is used for performing clustering, which can be either sim-
ilarity measure or dissimilarity (or distance) measure. As it is shown in figure
4.1, large distance between objects have lower similarity and on the other side
objects with smaller distance to each other have higher similarity. For proximity
measure, different distance measures are required, which was explained earlier
in similarities section.

Figure 4.2: Proximity measure

Parametric design should be chose according to nature of data. Assumptions
will be made according to the form of the distribution used to model the data by
the cluster analysis. For example, it is convenient the data will be modeled by
multi-variant Gaussian mixture model [18].

Shape of cluster is depends on the position, size and density of n elements in cer-
tain groups. These parameters have impact on different clustering algorithms, as
the description of the algorithms will show. Therefore, changing of the clustering
algorithm directly impact the design parameters.

K-number of clusters could be fix if desired number is known or could be varied
to find optimal number of clusters. As Duda et al. (2000) state, ’In theory, the
clustering problem can be solved by exhaustive, so the sample set is finite, so
there is finite number of partitions are possible; in practice, such an approach is
unthinkable for all but the simplest problems’.
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Error; words have different meanings, so that can involve in different classes. This
is only happens when we used soft clustering algorithm, which define probability
of cluster object that can member of cluster. Hard clustering algorithm have yes
or no probability that can only member a one class and have lesser chance of
error.
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Requirements Definition
Data presenta-
tion

It includes data pre-processing and
formatting, so that it can be presented
in a usable format.

Objects choice It is the process of selecting the en-
tities or objects which needs to be
grouped or clustered.

Variables
choice

It states the choice of different dimen-
sion of the objects, on which cluster-
ing will be performed and it has to be
same for all the objects in the data set.

What to cluster It states what needs to be cluster, data
units or objects variables.

Normalization Adjusting different values of variables
or dimension to the same scale of
measurement.

Similarity mea-
sure

Need to have a similarity measure by
which it can find similarity between dif-
ferent objects or entities.

Clustering crite-
rion

Provide criterion parameter to the
clustering algorithm, so that it can pro-
duce very compact clusters, which are
homogeneous in nature

Handling miss-
ing data

Data set can have missing data, so
there should be some method by
which it can handle or approximate
missing data.

Clustering algo-
rithms

It is the final part of clustering, where
clustering algorithm have to be ap-
plied to perform cluster analysis on
given data set.

Clusters num-
ber

It is optional, in some algorithm to pro-
vide number of cluster to be made and
in some it is not required.

Result interpre-
tation

Need to understand the result pro-
duced by the clustering algorithm, so
that it can be compared with results of
different algorithms and can have the
most optimal solution for analysis.

Table 4.1: Clustering requirements
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4.2 Clustering criterion

There is always a clustering criterion to perform clustering between different ob-
jects. These are the different dimensions or features of the object, which are
taken into account when performing cluster analysis. Cluster analysis must be
performed on the same feature of different objects, otherwise it will produce false
results or no result.

4.3 Clustering Algorithms

There are various algorithms, which are needed to perform clustering. The most
fitting algorithm to be used, depends upon the task and can be identified by ex-
perimenting and analyzing their results. So, there is no clustering algorithm which
is always correct, it can happen that an algorithm which is producing good result
for a data set and can produce different or bad results for a different kind of data
set.

4.3.1 Hierarchical Algorithms

Hierarchical clustering is a connectivity based algorithm, which perform cluster-
ing based on previously based clusters. Hierarchical clustering make clusters by
connecting the objects based on their distance. Dendrogram is used to repre-
sent different clusters based on their distances. This type of clustering does not
perform clustering by single partition of data set, but provide an comprehensive
hierarchy of different clusters that integrate with each other at some distances.
For some kind of data set where it needs to analyze the tree kind structure of
the results, by which hierarchy of related objects like family structure or biological
genetics etc, can be obtained. Hierarchical clustering is preferred over flat cluster-
ing. As, shown in Figure 4.3.1, this algorithm works in Agglomerative (bottom-up)
or Dicisive (top-down) way. There are two types of linkage methods:

1. Maximum or complete linkage minimizes the maximum distance between
observations of pairs of clusters.

2. Average linkage minimizes the average of the distances between all obser-
vations of pairs of clusters.
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Clustering

Hierarchical Bayesian

Partitional

Divisive Agglomerative Decision Based Non Parametric

Centroid Model Based Graph Theoretic Spectral

Figure 4.3: Cluster techniques

Agglomerative starts from the bottom by merging the most closed or nearest pairs
of groups and then at last stops, when all different clusters are merged into one
cluster. On the other hand, Dicisive works in a different way, it starts from the top
with root as one cluster and start dividing it into different clusters and stops at the
bottom level where each cluster is left with only a single object [17].

4.3.2 Bayesian clustering

Bayesian clustering identifies all the clusters at once but can also be used as hier-
archical clustering. As, shown in Figure 4.3.1, there are two types of techniques
in which Bayesian works, which are Non-parametric and Decision based.
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Non-parametric clustering is a unsupervised learning approach, in which it do not
consider any density function but focus on finding natural groups or clusters. De-
cision based clustering makes use supervised algorithm to provide unsupervised
results. In this method, different targets or classes are provided to the algorithm
and then apply clustering algorithm on it to produce compact clusters. In the first
step, it take exactly the matching variables with same minimum and maximum
values, then decision algorithm will find the smallest and the highest densities in
the data set, which is used to train the model for performing clustering task. From
this, the algorithm will learn the density distribution between the dimensions and
can be applied on the testing data and finally produce different clusters, which
are the leaves of the decision tree.

4.3.3 Partitional clustering

Partitional clustering is the most accepted category of doing clustering and it
works by generating posteriori distribution on group of all data partitions. Parti-
tional clustering curtails the given cluster measures by repeatedly re-positioning
the data points between different clusters until optimal partition is achieved locally
because there is no such assurance that every time a global optimal partition
will be achieved. As shown in Figure 4.3.1, there are four techniques which
are Centroid based or K-means, Model based, Graph theoretic and Spectral
model [17].

K-means is the best known partitional based clustering approach and is also the
most widely accepted and used clustering method because of its fast processing
and its scaling nature for large data set. K-means splits up the data set into k
disjoint clusters. Here, each group or cluster have a centroid ce1, ......,cen known
as the cluster center and number of clusters or groups are formed based on k
value, which is provided or given by the user and it should equal or less than to
number of data points [17]. An useful view of clustering is the following: Given a
space X , clustering could be thought of as a partitioning of this space into K parts
i.e. f : X → {1, ...,K}. Usually this partitioning is obtained by optimizing some
internal criteria such as the inter-cluster distances, etc. The optimising criterion
in the clustering process is the sum-of-squared-error SSE between objects in
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clusters

SSE = (
k

∑
n=1

∑
o∈Cn

d(y− cen)
2) (4.1)

Idea behind using Model based clustering is that, observations comes from a
mixture of various components. Every component is associated with a weight or
associated probability in the components mixture. For computing the probability,
any probability finding model can be used but components are p-variate normal
distribution and thus need to have this probability model which is a multivariate
normal distributions mixture. And then, the result will be a mixture of components,
where each component is equal to a cluster.

Graph theoretic clustering works in two phases based on minimum spanning tree
(MST). It separates the the clusters into two parts, one is separate clusters and
the other one touching clusters and solve both clustering parts with two different
algorithms, firstly 2-round MST are used to detect separate clusters on the basis
of distance and density difference and then it constructs a graph. In the second
part of the algorithm, it takes care of the touching clusters, which are the sub-
groups eventually produced in previous step. It takes care of these sub-groups
by comparing their cuts, respectively [19].

Spectral clustering works by using eigenvalues and eigenvectors of the used sim-
ilarity matrix over the data set to reduce the dimensions and then performing
clustering on less dimensions. Generalized way of doing spectral clustering is
to use any standard clustering approach on applicable eigenvectors of Laplacian
matrix.

4.4 Clustering Evaluation

There are various evaluation measure, which have different background and de-
mands to perform clustering evaluation. The most fitting algorithm to be used,
depends upon the evaluation measure and best result at the end for each task.
So, there is no clustering evaluation measure which is check the accuracy of gen-
erate clusters. Not all the described evaluation measure will apply on clustering
algorithm’s.
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4.4.1 Sum of Squared Error

Summing over the squared distances between the clustering data objects x and
their cluster prototype y. We can measure the deviation from exact solution in
terms of sum of square error, such as

SSE =
1
2
(∑

p
( fw(xp)− yp)

2) (4.2)

Whereas f is activation function that map input data points x to output object y.
p is training set for clustering.

Sum of square error SSE generally refers on Euclidean distance between data
points x and centroid of cluster c. So, cost function of SSE is;

SSE = (
k

∑
n=1

∑
o∈Cn

d(y− cen)
2) (4.3)

4.4.2 Precision and Recall

In document clustering scenario, the instances are documents and the task is
to return a set of relevant documents in appropriate clusters; or equivalently, to
assign each document to one of two categories, "bound" and "not bound". In
this case, the "bound" documents are simply those that belong to the "bound"
category.

Recall is defined as the number of relevant documents retrieved by a search
divided by the total number of existing relevant documents, while precision is
defined as the number of relevant documents retrieved by a search divided by
the total number of documents retrieved by that search.

In the field of document clustering, precision is the fraction of retrieved documents
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that are relevant to the features:

precision =
tp

tp + fp
(4.4)

In information retrieval, recall is the fraction of the relevant documents that are
successfully retrieved.

recall =
tp

tp + fn
(4.5)

True positive tp are number of pair common objects in cluster C1 and C2, false
positive fp the number of pair common is cluster c1 but not in C2, false negative
fn are number of common pair in cluster C2 but not in C1.

4.4.3 Rand Index

Rand (1971) defines an evaluation measure for a general clustering problem
on basis of agreement vs. disagreement between object pairs in clustering. He
states that clusters are defined as much by those points which they do not contain
as by those points which they do contain.

RI =
a+d

a+b+ c+d
(4.6)

• a = Number of pairs in same cluster C in data sample S1 and S2.

• d = Number of pairs in different cluster C in data sample S1 and S2.

• c = Number of pairs where one pair in one cluster C in data sample S1 and
other pair in different cluster of data sample S2.

• b = opposite of c.

Remark:

1. RI ∈ [0,1],
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2. RI = 0→ a = d = 0; complete disagreement

3. RI = 1→ c = b = 0; complete agreement

4.4.4 Conn Index

Conn-Index proposed by Tademir and Erzs [20] , is a validity measure to evalu-
ate clustering of very large data sets. There is presumed C clusters in data set is
represented more than one prototype, Np > Nc. Cluster compactness and sepa-
ration is based on intra Cint ra and inter Cint er connectivity of prototypes C ∈ [0,1].
Number of prototype for one cluster is equal to or more than 2 [21].

C =Cint ra(1−Cint er). (4.7)

Thereby, Cint ra measures the compactness of the clusters and Cint er evaluates
the separation between them. The calculation of Cint ra is based on the cumulative
adjacency matrix

Cint ra =
1

Nc

Nc

∑
K=1

Cint ra(Ck)

Cint ra(CK) =

Np

∑
i, j
{CAD j(i, j) : Pi,Pj ∈Ck}

Np

∑
i, j
{CAD j(i, j) : Pi ∈Ck}

(4.8)

1. Cint ra(Ck) ∈ [0,1],

2. Cint ra(Ck) ↑= High compactness of Ck,

3. Cint ra(Ck) = 1→ all 2nd BMU within Ck, no connection to other cluster.

For the inter-cluster connectivity Cint er the connectivity matrix C = AT +A is re-
quired. Their elements Ci j can be interpreted as the dissimilarities between the
prototypes, and hence, implicitly contain information about the local data density
according to the magniïňĄcation property. The inter-cluster connectivity Cint er is
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the average of the values Cint er(k) analogously to Cint ra(k) where

Cint er =
1

Nc

Nc

∑
K=1

Cint er(Ck) (4.9)

is the maximum of the local inter-cluster connectivities Cint er(k, l)

Cint er(Ck) = max .Cint er(Ck,Cl)

Cint er(Ck,Cl) =


0 if Pkl = /0
Np
∑
i, j
{CONN(i, j):Pi∈Ck,Pj∈Cl}

Np
∑
i, j
{CONN(i, j):Pi∈Pkl}

if Pkl 6= /0

(4.10)

Pkl = {Pi|Pi ∈Ck,∃Pj : Pj ∈Cl : CAD j(i, j)> 0} (4.11)

1. Cint er(Ck,Cl) = 0⇒ cluster completely separated,

2. Cint er(Ck,Cl) ↑⇒ High similarity of clusters,

3. Cint er(Ck,Cl)> 0.5⇒ Prototype in Ck with connection to Cl are more similar
to prototypes in Cl then to prototypes in Ck.

Remarks:

1. Cint er describe similarities→ (1−Cint er).

2. Cint ra depends on cluster size, many data points in cluster have high value.

3. Cint er depends on prototypes close to cluster border, independent of cluster
size.
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5 Research Methodology and Proposed
Solution

Document clustering is modeling tool for different documents types processing
and natural language processing. In this work we develop a class of dynami-
cal systems and an associated learning meta-algorithm resulting in a framework
for system identification that enjoys several theoretical and practical advantages.
The following section describes the proposed model in details.

5.1 Model

Document clustering is done on basis of the similarity between the extracted
features and the individual documents. Let extracted features vectors be F =

{ f1, f2, f3, ...} computed by T F − IDF . Documents in term-document matrix is
V = {d1,d2,d3, ....}. Make some topics on the basis of extracted features and
assign each topic to documents on basis of LDA topic modeling. Then new
document dnew will assign the assign the cluster fc, on basis if the document
dnew and cluster fc have minimum distance.

5.1.1 The methodology

Our frame work is depend on these concepts:

• Construct the term-document matrix V from given files using T FIDF .

• Reduced the number of column of V matrix using through PCA reduction.

• Apply cosine similarity to measure distance between documents d and ex-
tracted features.

• Assign topics to each document on the basis of feature vectors using LDA.

• Apply clustering algorithm to assign each document to cluster on the basis
of similarity.

These concepts allow us to develop efficient and tractable methods for system
identification using a supervised regression approach.
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5.1.2 Preprocessing

Every documents have irrelevant information in given files. Firstly we required to
minimize the redundancy words and noise from each document. So,we should
need some pre-processing algorithm to remove these things.

• Tokenization of text, that will break down long phrases into small pieces.

• Remove the stop words that will reduce text from 20−30% of total informa-
tion.

• Apply stemming will also reduced the text.

• Apply lemmatization.

It will generate the better text where we ignore noise in complete document.

Pseudo Code:

• procedure to remove stop words from document(text contents t)

• t0 = Initial Text(t);

• token = Tokenize(t0);

• stop = StopWrods(′english′);

• f or(token(t0))

• begin

• i f stop(t0)

• then w := t0;

• end

5.1.3 Feature Extraction and Topic Modeling

Feature selection is more complex part of document clustering. At this point we
select those feature that have more important as compared to less important.
This method is defined for feature selection in case of financial documents, so i
should ignore more common words and stick to information about financial val-
ues. So, i should focus on information about companies and shareholders values.
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These paradigms have high priority as compared to other information like table
of contents, information about company, etc.

T FIDF is well know algorithm to extract feature from textual data. Feature ex-
traction in document clustering is that of the use of document frequency to filter
out irrelevant features. While the use of inverse document frequencies reduces
[T F − IDF ] the importance of such words, this may not alone be sufficient to
reduce the noise effects of very frequent words. Threshold value for feature ex-
traction will be 70%, that means if words count will be more than that is ignore
automatically from feature selection. Those words whose redundancy lesser than
threshold value will be important for further implementation.

Topic modeling is method for probabilistic document clustering. The idea of topic
modeling is to create a probabilistic generative model for the text documents in
the corpus [26]. Main technique is to elaborate corpus as a function of hidden
random features, the parameter is which calculate for particular document. Pri-
mary assumption in topic modeling as:

• The n documents in the corpus are assumed to have a probability of be-
longing to one of k topics. Thus, given document might have probability of
many topics and same document have multiple topics. For a given docu-
ment Dm and a list of topics T = {T1,T2, ....,Tk}, the propbablity that given
document belong to topic Tn is given by

P(Tn|Dm) (5.1)

provides probability membership of mth document to nth topic. In non-
probabilistic clustering methods, the membership of documents to clusters
is deterministic in nature, and therefore the clustering is typically a clean
partitioning of the document collection. The use of a soft cluster member-
ship in terms of probabilities is an elegant solution to this dilemma [26].

• Each topic is associated with a probability vector, which quantifies the prob-
ability of the different terms in the lexicon for that topic. Let t1...td be the d
terms in the lexicon. Then, for a document that belongs completely to topic
Tn, the probability that the term tl occurs in it is given by

P(tl|Tn) (5.2)

This value is another important feature for topic modeling algorithm.
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Pseudo Code:

• Feature extraction and topic modeling

• D = corpus(documents);

• t f id f = T FIDFModel(D,dictionary);

• n = Numbero f topics;

• train(t f id f ,n, iterations);

• T =Topic−Model(t f id f [corpus],n, iterations, threshold,min− probability);

• t = Matrix−Similarity(corpus);

• return T ;

Describe algorithm will generate number of possible topics for each document
and return a matrix of document versus possible topic.

Topic Modeling Algorithm:

There are three basic topic modeling techniques that used

• Latent Semantic Indexing (LSI)

• Latent Dirichlet Allocation (LDA)

• Log Entropy Model

Latent Semantic Indexing:

The latent semantic space has fewer dimensions than the original space (which
has as many dimensions as terms). LSI is thus a method for dimensionality
reduction. A dimensionality reduction method takes a list of features that exist in a
high-dimensional space and represents them in a low dimensional space, often in
a two-dimensional or three-dimensional space for the purpose of visualization.

Latent semantic indexing is the application of a particular mathematical tech-
nique, called Singular Value Decomposition or SV D, to a word-by-document ma-
trix. LSI is a least-squares method. The projection into the latent semantic space
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is chosen such that the representations in the original space are changed as little
as possible when measured by the sum of the squares of the differences [27].

The above set of random parameters P(Tn|Dm) and P(tl|Tn) allow us to model the
probability of a term tl occurring in any document Dm. Specifically, the probability
P(tl|Dm) of the term tl occurring document Dm can be expressed in terms of
afore-mentioned parameters as follows:

P(tl|Dm) =
k

∑
n=1

p(tl|Tn).p(Tn|Dm) (5.3)

Each term tl and document Dm, we can generate a n×d matrix of probabilities in
terms of these features, where n is the number of documents and d is the number
of topics. For a given corpus, we also have the n×d term-document occurrence
matrix X , which tells us which term actually occurs in each document, and how
many times the term occurs in the document.

LSI has the cons that the number of model parameters grows linearly with the
size of the documents. LSI model is not a fully generative model, because there
is no accurate way to model the topical distribution of a document which is not
included in the current data set.

Latent Dirichlet Allocation:

The second well known method for topic modeling is that of Latent Dirichlet Allo-
cation. In this method, the term-topic probabilities and topic-document probabili-
ties are modeled with a Dirichlet distribution as a prior. Thus, the LDA method is
the Bayesian version of the PLSI technique. It can also be shown the the PLSI
method is equivalent to the LDA technique, when applied with a uniform Dirichlet
prior [28].

LDA is a form of unsupervised learning that views documents as bags of words.
The sparse Dirichlet priors encode the intuition that documents cover only a small
set of topics and that topics use only a small set of words frequently. LDA is
basically works on reverse engineering. We have number of topics n and each
topic will assign number of words w from bag of words.

• Assume there are n number of topics for all documents.
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• Distribute these n topics across document Dm by assigning each word w a
topic.

• For each word w in document Dm, assume its topic is wrong but every other
word is assigned the correct topic.

• Probabilistically assign word w a topic based on topics are in document Dm

and how many times word w has been assigned a particular topic across
all of the corpus of documents.

p(D|α,β ) =
M

∏
d=1

∫
p(θd|α)

( Nd

∏
n=1

∑
Zdn

p(zdn|θd)p(wdn|zdn,β )
)
dθd. (5.4)

The Dirichlet is a convenient distribution on the simplex - it is in the exponential
family, has finite dimensional sufficient statistics, and is conjugate to the multino-
mial distribution.

Given the parameters α and β , the joint distribution of a topic mixture θ , a set of
N topics z, and a set of N words w.

Its main pros over the LSI method is that it is not quite as susceptible to over-
fitting. This is generally true of Bayesian methods which reduce the number of
model parameters to be estimated, and therefore work much better for smaller
data sets.

Log Entropy Model:

Entropy is a measure of the unpredictability of the state, or equivalently, of its
average information content. Basic idea of information theory is that the "news
value" of a communicated message depends on the degree to which the content
of the message is surprising. Entropy allows us to make precise argument and
perform calculation with regard to not knowing how things will turn out.

Textual data, treated as a string of characters, has fairly low entropy, is fairly
predictable. In textual data we will calculate entropy value for each topic basis.
The quality of the term is measured by the entropy reduction when it is removed.
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E(t) entropy of the term t in a collection of n documents is defined as follows:

E(t) =−
n

∑
i=1

n

∑
j=1

(Si j. log(Si j)+(1−Si j) log(1−Si j)) (5.5)

Si j ∈ (0,1) is the similarity between the ith and jth document in the collection,
after the term t is removed, and is defined as:

Si j = 2− dist(i, j)
dist

(5.6)

The dist(i, j) is distance between term ith and jth after term t is removed and
dist is average distance between documents after t term is removed. Calcula-
tion of entropy operation E(t) for each term t requires O(n2) operations. This is
not practical for large corpus of documents because it will required huge com-
putations. If we want this method efficient we will make sampling method for
entropy.

5.1.4 K-Means Algorithm:

It’s one of the oldest and most widely used technique for clustering data sets. K-
means algorithm goal is to find data in groups from unlabeled data sets, whereas
number of data group will be provided using through K value. The algorithm
iteratively assign a data group K to each data points based on provided extracted
features from textual data. It tires to minimize the overall inter-cluster variance,
and sum of squared error function.

V =
k

∑
i=1

∑
x j∈Si

(x j−µi)
2 (5.7)

Each centroid defines one of the clusters. In this step, each data point is assigned
to its nearest centroid, based on the squared Euclidean distance. where there
are k clusters Si, i = 1,2, ...,k, and µi is the centroid of all the points x j ∈ Si.
With k−means, the number of clusters K should be defined prior to running the
algorithm. The complexity of this algorithm is O(t.d.k.m) where d is number of
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documents, t is the number of terms, k is the clusters required and m is the
maximum number of iteration [30].

The basic algorithm is to converge data points into the nearest of the pre-defined
number of clusters until the updated cluster center is within some tolerance of
old respective cluster center or until a certain number of stoping criteria has been
achieved.

K−means algorithm use the extracted topic model from LDA. Make vectors from
document topic matrix that will be generated from extracted features. At the end
they will provide us with unsupervised clusters from these vectors. We will train
our model on test data and save it for future documents. If new coming docu-
ments belongs to exciting corpus then no need to make new features. In case of
new textual information, our model extract features and make vectors for cluster-
ing. In K−means then we compare these vectors or near to centroid of cluster.
Automatically model assign new document to certain data group.

Pseudo Code and Algorithm:

• Initialize k number of cluster

• I number of iterations

• Id =−1;

• def vectors(corpus)

• f or docs in corpus

• Id = Id in docs;

• V = 1+ Id;

• return V ;

• def cluster(corpus,k,V )

• C = kmean(V,k, I);

• return C



Chapter 5: Research Methodology and Proposed Solution 45

5.2 Experiment and Results:

To work with this model, the financial text data set EDGAR filings was used for
document clustering with LDA and K−means. Aforementioned application was
used for the purpose of financial documents clustering and structure detection.
This section describes the data set used, experimental parameters and the re-
sults.

5.2.1 Data Set:

EDGAR is quite a popular for financial documents of diffident companies from
U.S. stock exchange. It has a collection about 21 million documents across dif-
ferent groups. Each group is stored financial information in different filings, with
each information about shareholder, bond relevance and un-bond relevance in-
formation in different files. Some of the files information are closely related with
each other while some are highly unrelated. Some documents are structured
bond that look like bond relevance but in actual it is not. These types of infor-
mation will overlap on bond and not bond categories. These types of documents
are noise related information that will never ignore completely. In these case we
detect structure towards related category.

5.2.2 Experiment:

For the purpose of experimentation, clustering was done using up to different
groups of data points. 1000 documents were taken randomly for 3 groups of
filings types each and added to a folder. The folder was indexed after removing
the stop-words using English stop-words and applying Porter stemming. Then the
T FIDF was done and generate the corpus of extracted features. After that train
model for topic generation using LDA. It will generate different topics for each
documents. Then train clustering model on the basis of extracted features from
corpus of data. After training over model fetch other documents and cluster them
using the train model. At the end we generate cluster on the basis of similarity
using cosin similarity.

For clustering and topics modeling using following parameter’s:

• Pre-processing remove words more than 75%.
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• T FIDF : extract features from document that more relevance for financial
details.

• LDA: topics modeling used 30 different topics for documents.

• K−means: K = 4, convergence parameter = 0.001, maximum iteration
= 10, distance measure = cosine

• SVC: kernal = linear, C = 1

• Decision tree classifier: max−depth = 5

The performance of clustering algorithm will be check using through accuracy
measures. Also compare other clustering algorithm on the same vectors.

Lastly, i apply semi-supervised classification on the basis of generated cluster. I
train model on the basis of generated cluster by K−means. I used small amount
label data that generated by clustering algorithm and apply on large amount of
unlabel data.For classification used two different algorithm Support vector classi-
fication and Decision tree classification.

SV M is a discriminant technique, and, because it solves the convex optimization
problem analytically, it always returns the same optimal hyperplane parameter-in
contrast to perceptrons, both of which are widely used for classification in ma-
chine learning. For kernel will used that transform data from input space to fea-
ture space. [1

n

n

∑
i=1

(0,1− yi(w.xi−b))
]

(5.8)

Whereas xi is test data that are unlabel, yi class label from train data and b is
bias in input data sets. W is weights that apply on test data sets.

Decision tree builds classification or regression models in the form of a tree struc-
ture. It breaks down a data set into smaller and smaller subsets while at the same
time an associated decision tree is incrementally developed. The final result is
a tree with decision nodes and leaf nodes. Leaf node represents a classifica-
tion or decision. It divides data set into classes that might be pure. We tolerate
some percentage of impurity for faster performance. Entropy is used internally to
measure the impurity in classes.

Precision and recall will check the accuracy of different classifier to measure the
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results. It will given better classification algorithm to adopt for semi-supervised
classification.

5.2.3 Results:

Figure 5.2.3 show the topics that will generate using through LDA model. I pro-
vided the T FIDF extracted features to topics each document. I choose 30 dif-
ferent topics and method will show what will be the percentage of topics that
matching each documents in corpus. I test this algorithm on 1000 different ran-
dom file of three different category. Each row represent different topics and there
occurrence in document shows by percentage values.

Figure 5.1: LDA Topics on the basis TFIDF features

Below figure 5.1.4 shows the cluster will generated on the basis of features vec-
tors that will generate through topic modeling. Features will save in corpus for
training data set for k−means. I used the value of K = 4 for clustering. Cluster
3 shows the bond relevance documents, cluster 2 shows not bond documents.
In figure cluster 1 is structured bond documents. That overlapping on both bond
and not bond clusters. It is hard to cluster these data point on the basis accuracy
measures. Cluster 4 is noise in textual information. That is ignore after apply-
ing the reduction model like PCA. Clustering using this technique is completely
heuristic approach.
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Figure 5.2: K-means clustering with 10 iterations

Semi-supervised classification is using the cluster data points that generated af-
ter K−means and label these documents. I used two diffident classifier’s, support
vector machine and decision tree classifier. I train both classifier’s on the basis
cluster documents and test on randomly 7000 different files. Our train model
classify test data and compare the performance of both methods. I calculate
precision, recall and accuracy of both model that was train on label data sets.

Lable Precision Recall
1 98% 98%
2 63% 18%
3 89% 96%

Table 5.1: SVM Classifier

Test accuracy for SV M is approximately 96%.
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Lable Precision Recall
1 95% 97%
2 0 0
3 83% 82%

Table 5.2: Decision Tree Classifier

Test accuracy for Decision tree classifier is approximately 93%.
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6 Conclusion

In this work, a model for financial document clustering was given in this work
along with development of application based on this model. This application can
be used to organise documents into sub-folders without having to know about
the contents of the document. This improves the performance of information
retrieval in financial documents. The accuracy of two different classification model
was tested for 3 clusters of documents (bond relevant, not bond relevant, none
of them). LDA and k−means has shown to be a good measure for clustering
document and extracted features are used as the final cluster labels for k−means
algorithm.

The extension results in an efficient and local minima-free method for learning
non-linear partially observable continuous systems. This gives us a building block
for prediction and reinforcement learning in complex environments.Implementation
of framework to update the system on document processing. These concepts al-
low us to develop efficient and tractable methods for system identification using
a supervised regression approach.
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