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We use machine learning for the selection and classification of single–molecule trajectories to replace com-
monly used user–dependent sorting algorithms. Measured fluorescence time series of labelled single molecules 
need to be sorted into ’good molecules’ and ’bad’ molecules before further kinetic and thermodynamic analysis. 
Currently, processing, sorting and analysis of the data is mainly done with the help of laboratory specific pro-
grams. Although there are freely available programs for processing smFRET data, they do not offer ’molecular 
sorting’ or it is purely empirical. Only recently, new approaches came up to solve this problem by means of 
machine learning. Here, we describe a sound terminology for molecular sorting of smFRET data and present an 
efficient workflow for manual annotation followed by the training of the ML algorithm. Descriptive statistics of 
our generated dataset are provided and will serve as the basis for supervised ML-based molecular sorting al-
gorithms yet to be developed. 
 

Introduction 

In recent years single–molecule fluorescence resonance 
energy transfer (smFRET) has been established as a ma-
ture and adaptable method regarding the study of bio-
molecular structures as well as their structural dynam-
ics1. Förster resonance energy transfer describes the 
weak dipol–dipol coupling of a donor and an acceptor 
fluorophore with overlapping emission/excitation spec-
tra. The efficiency of this energy transfer is strongly dis-
tance dependent and used to calculate the interdye dis-
tance of a specific donor–acceptor–pair. The experi-
mental measure FRET is calculated according to: 

  𝐹𝑅𝐸𝑇 ൌ  
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where FA refers to the fluorescence emission intensity of 
the acceptor and FD to the emission of the donor fluoro-
phore. 

In total internal reflection fluorescence (TIRF) micros-
copy experiments, the (bio–)molecules of interest are la-
belled with fluorophores and immobilised on a surface 
before their fluorescence signal is recorded via EMCCD 
or sCMOS camera resulting in a single–molecule video 
(SVM) [6]. The analysis of SMV’s usually requires two 
steps: starting with video processing, including the sep-
aration of the field of view (FOV) into donor and acceptor 
channel and the detection of single–molecule spots; con-
sisting of the calculation of biomolecule coordinates and 
their fluorescence intensities [2]. The subsequent sec-
ond step is the trace processing including fluorescence 
intensity correction and reliable state detection [7]. How-
ever, the fluorescence trajectories which are extracted 

                                                            
1 Also known as Förster resonance energy transfer. The effect 
was discovered and described first theoretically by Theodor 
Förster in 1948[5]. 

from the SMV contain not only useful fluorescence inten-
sity fluctuations e.g., from structural changes in the bio-
molecule, but photophysical artefacts, such as photo-
bleaching, blinking etc. Because of this, the intensity tra-
jectories are sorted into ’good’ and ’bad’ molecules, i.e., 
fluorescence intensity trajectories fulfilling a number of 
criteria, before further analysis. This molecular sorting 
(or classification) is currently done mostly by hand or 
through semi–automated algorithms based on thresh-
old criteria still requiring profound user interference. Ad-
mittedly, this is not only problematic in terms of the re-
quired expertise and time, but also inevitably introduces 
user bias. Most of the freely available tools for sorting of 
fluorescence trajectories rely on purely heuristically ap-
proaches like intensity thresholds etc. which requires a 
rather advanced understanding of FRET [8]. New tools 
have emerged implementing machine learning ap-
proaches to classify smFRET trajectories such as FRET-
board or deepFRET while minimising user bias and nec-
essary time [4, 9]. 

At its simplest, machine learning describes the design of 
algorithms with the ability to optimize their performance 
based on example data or prior experience [10]. The 
chosen approach in case of the sorting algorithm is 
based on supervised learning, meaning that the algo-
rithm is trained with annotated training data to later sort 
similar, un–annotated data [11]. Since the annotation is 
done per hand, based on user experience and/or prior 
knowledge, the intensity–time traces of a biomolecule 
are generally depicted in form of graphs containing both 
the donor and acceptor intensities as well as the FRET 



trajectory (Fig. 1). Thus, the annotated data is used as 
training data set.  

The field of automated and semi–automated visual in-
spection utilises classification approaches which can be 
distinguished according to their functionality: filter–
based, projection–based, and hybrid approaches. These 
are usually accompanied by clustering approaches, 
mostly as additional classification steps, but also to gen-
erate interpretable rule sets for the classification [17]. 
The problem with these approaches lies within their lim-
ited ability to classify novel signatures and patterns as 
well as the likely need for manual adaptation and param-
eterisation through the user. Because of this more re-
cent machine learning approaches to the problem of 
molecular sorting have included support vector and 
multilayer perceptron–based classifiers. Following the 
contributions of de Lannoy et al. [3], Thomsen et al. [4], 
and Li et al. [9] even the latest deep learning motivated 
research utilized classical single deep and convolutional 
neural networks. These approaches are assumed to re-
sult in improved training and test rates, which results in 
the definition of an optimum which allows for both, a 
timely classification as well as a solution independent 
classification of regions of interest.  

Following the beforehand highlighted and emphasised 
principles of automated and semi-automated visual in-
spection, this contribution proposes an evaluation 
within a range different approaches in comparison to 
contrast and accentuate their respective advantages 
and differences. For this purpose, said approaches are 
separated into the following three categories: baseline 
ML models, DL-based models, as well as more novel, 

                                                            
2 https://github.com/openvinotoolkit/cvat 

temporal information and region-based convolutional 
(R-CNN) and deep neural networks in general. Further-
more, this also includes commonly deployed DL-based 
principles such as pre-trained and optimised building 
blocks for DNNs (e.g., DenseNets) [18], building blocks 
with different characteristics, i.e. kernel sizes and con-
nectivities (inception modules) [19], approaches with re-
sidual learning (ResNets) [20], as well as combinations of 
these approaches, i.e. Inception-ResNets [21].  

In the last decade, numerous annotation tools for im-
ages and videos have emerged in the computer vision 
community. We use CVAT2 (Computer Vision Annotation 
Tool), which supports many easily machine readable an-
notation formats, developed or originally used in com-
puter vision challenges [12]. As such CVAT fulfils the an-
notation requirements for this project which are mainly 
bounding box and global labels, the rich text–based ex-
port format support (json, csv), collaborative labelling via 
web (application) and preserving data privacy via hosting 
it as own web service/web application. Considering the 
chosen approach of supervised learning, the first step in 
developing a neural network for molecular sorting is the 
annotation of fluorescence trajectories to build a data 
set for training, validation, and testing.  

Herein, we give an overview of the different label cate-
gories used, the percentage of the labels within the test 
data set, as well as a short outlook how this work will 
continue. 

Methods 

The video processing and trace generation to obtain flu-
orescence intensity and thus FRET trajectories for a 

Fig. 1: CVAT Annotation tool: Both, the global and local labels, were assigned via their respective tabs in the CVAT annotation 
tool as marked on the (left). On the (right) all of the assigned labels are displayed. The annotation progress can be viewed at the 
top. 



given experimental or simulated SMV is described else-
where [13]. An annotation for the training dataset was 
achieved by converting the fluorescence intensity and 
FRET traces into graphs, which were labelled using the 
online image/video annotation tool CVAT (Fig. 1). An im-
portant distinction was made between local and global 
labels. Global labels are defined by tags, e.g. bad or 
good, and were selected based on the combination of 
assigned local labels (compare Tab. 1). The local labels in 
turn are assigned using bounding boxes to mark their 
occurrence in the trace, i.e. by assigning a certain range 
of frame numbers, as such all traces require a minimum 
number of two labels – one global and one local. Exam-
ples for "good" and "bad" molecules are given in Fig. 2. 

The declaration as a "good" or "bad" molecule was made 
after the local labels were assigned. An important factor 
for the declaration of a "good" or "bad" molecule in 
smFRET experiments is the anti–correlation of donor 
and acceptor signals, inherently linked to the FRET pro-
cess, where a high donor signal corresponds to a low ac-
ceptor signal and vice versa. Thus, “anti–correlated” sig-
nal traces are labelled accordingly as “good” molecules 
(Fig. 2a). If the intensity trace of a given molecule does 
not display anticorrelation, but a constant signal well 
above the background, the trace is labelled as constant 
or static (Fig. 2b). This is the case if no structural changes 
take place during the measurement time. In some in-
stances, a fluorescence signal can be observed to de-

crease instantaneously to a minimal level, i.e. the back-
ground signal. This is referred to as single–bleaching 
step, an event in which a fluorescent dye is (photo)chem-
ically destroyed. A single bleaching step is usually not 
considered to be an indicator for a bad molecule, rather 
these traces can be used to calculate correction factors 
(Fig. 2c) [14]. In contrast, multiple bleaching steps con-
firm multiple dyes in the spot (Fig. 2d) and are labelled 
as “bad” molecules. Usually, it is not possible to deter-
mine whether these multiple bleaching steps are a result 
of the labelling method itself, the immobilization proce-
dure, or an experimental artefact. As such, they were an-
notated as "unclear photophysics" (Fig. 2d). If the fluo-
rescence signal of a donor–dye remains at the back-
ground signal level for the whole trace, the molecule was 
labelled as "donor only" (Fig. 2d) and consequently as 
"bad" molecule. In contrast, a signal for both, donor and 
acceptor well above the background signal, is an indica-
tor for a correctly labelled molecule, and designated as 
“good” (Fig. 2a, b, and c). Further, smFRET traces vary in 
their length due to the statistical nature of photobleach-
ing or potential molecular desorption. Heuristically, 
traces are categorized as “trace too short” to give any sig-
nificant information (< 10 frames, Fig. 2e). Lastly, some 
smFRET traces contain important information regarding 
the different states of the biomolecule but are obscured 
by experimental noise. Here, observed fluctuations have 
near to no correlation to actual state changes of the mol-
ecules – the noise simply masks the fluctuations due to 
state changes. Because of this, traces with a low signal 

Fig. 2: Label classifiers: (left column) Good molecules (right column) Bad molecules. (a) Correctly labelled, anti-correlated signal 
of single-molecule fluorescence intensity trajectory. (b) Correctly labelled, static single-molecule intensity trajectory. (c) Correctly 
labelled, anti-correlated signal of a single-molecule intensity trajectory - both donor and acceptor signal display single bleaching 
steps. (d) Incorrectly labelled (multiple donor labels) signal for a single-molecule intensity signal with no anti-correlation but un-
clear photo physics. (e) Too short trace of a single-molecule intensity trajectory. (f) Single-molecule intensity trajectory with a too 
low signal to noise ratio, resulting in a very ’noisy’ signal. 



to noise ratio SNR < 4 can generally considered as "bad" 
molecules (Fig 2f) [7]. 

Results 

The training data set, at the current stage, contains 2409 
molecules, of which 74.89 % are designated as "good" 
and 26.24 % as "bad". The percentages of all defined la-
bels are listed in Tab. 1. It is important to note that some 
labels like "anti–correlation" were used multiple times 
on a single trace but count only once. Further, traces 
which exhibit multiple features were labelled multiple 
times (compare Tab. 1, right column). 

Tab. 1: Label distributions across trainings data set 

label fraction of 
molecules 

labels 
per trace 

fraction of 
molecules 

good 74.89 % 1 0.00 % 

bad 26.24 % 2 11.50 % 

single bleaching step 2.95 % 3 84,85 % 

SNR < 4 13.08 % 4 3.28 % 

donor only 7.85 % 5 0.30 % 

trace too short 0.00 %   

correctly labelled 71.19 %   

no anti–correlation 8.09 %   

anti–correlation 78.41 %   

unclear photophysics 12.41 %    

Discussion and Outlook 

A known issue of training data sets for ML approaches is 
the existence of class imbalance. Here, we observe a 
higher number of “good” in comparison to “bad” mole-
cules. If the distribution of classes, i.e. labels, is highly 
imbalanced, classification learning algorithms usually 
display low predictive accuracy for the infrequent clas-
ses [15]. The effect on the classification performance of 
the resulting neural network is generally detrimental 
and solved e.g., by under/oversampling which might 
lead to overfitting of the algorithm [16]. As raw smFRET 
date sets are rare and if published, do not contain “bad” 
molecules, raw SMV data needs to be processed to min-
imise the class imbalance in the training data set. There-
fore, we will annotate more smFRET traces especially for 
the classification of bad molecules. 

MASH–FRET as a tool for the processing of smFRET data 
also includes the option to simulate traces and even the 
option to simulate whole SMVs – including “bad” mole-
cules [2]. The annotation of simulated data will help to 
overcome class imbalance in our training data set. Fur-
ther, simulated data will be of particular interest during 
the evaluation process of our algorithm - since all rele-
vant parameters are defined in this simulated data sets 
they are considered as ground-truth [7]. 

Only recently, deepFRET [4] and AutoSiM [9] introduced 
AI–assisted automated sorting/classification of smFRET 
trajectories. But despite the very positive results of both 
studies, they show a lack of cross–sample and cross–la-
boratory variability. As such not only data sets have to 
be continuously updated but algorithms need to be 
trained with community driven annotated data sets. 
Therefore, we will pay special attention to use single–
molecule data sets of different labs to introduce lab spe-
cific variances in the training data set.  
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