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Learning Vector Quantization (LVQ) methods have been popular choices of classification models ever since its 
introduction by T. Kohonen in the 90s. These days, LVQ is combined with Deep Learning methods to provide 
powerful yet interpretable machine-learning solutions to some of the most challenging computational prob-
lems. However, techniques to model recurrent relationships in the data using prototype methods still remain 
quite unsophisticated. In particular, we are not aware of any modification of LVQ that allows the input data to 
have different lengths. Needless to say, such data is abundant in today's digital world and demands new pro-
cessing techniques to extract useful information. In this paper, we propose the use of the Siamese architecture 
to not only model recurrent relationships within the prototypes but also the ability to handle prototypes of 
various dimensions simultaneously. 
 
Learning Vector Quantization (LVQ) methods have been 
popular choices of classification models ever since its in-
troduction by T. Kohonen in the 90s [1]. Since then, a 
plethora of improvements have been made over the 
years to the original formulation of the LVQ algorithm to 
handle several shortcomings. One essential extension 
was the Generalized LVQ (GLVQ) which introduced a cost 
function [6] by keeping the intention of the LVQ. These 
days, LVQ is combined with Deep Learning methods to 
provide powerful yet interpretable machine-learning so-
lutions to some of the most challenging computational 
problems [4, 5].  

However, techniques to model recurrent relationships in 
the data using prototype methods still remains quite un-
sophisticated. In particular, we are not aware of any 
modification of LVQ that allows the input data to have 
different lengths. This means that they are not particu-
larly suited for applications in domains where the data 
are sequential, since requiring that all sequences in the 
dataset to be of the same length is severely limiting. Ex-
amples of such domains include but are not exclusive to 
DNA/RNA sequences, time-series prediction, and natural 
language processing. Needless to say, such data is abun-
dant in today's digital world and demands new pro-
cessing techniques to extract useful information. To this 
end, appropriate modifications to the LVQ algorithm are 
required to successfully employ them on sequential 
data.  

In this contribution, we propose the use of the siamese 
architecture to model not only recurrent relationships 
within the data as well prototypes but also the ability to 
handle data samples of various lengths simultaneously. 
A siamese network, introduced first in 1993 [2], is a net-
work type using a shared memory architecture. Here it 
was used to transform two images in high-dimensional 
spaces to simpler representations before comparing 
them. Since then, a plethora of publications have made 
use of the siamese architecture is very interesting ways. 
In our novel architecture that we denote as RecLVQ, we 

employ a siamese architecture not to process two differ-
ent inputs, but rather to process input data and traina-
ble prototypes. 

Interpretability is very often not the primary goal for ma-
chine learning methods. In fact, this is not a problem for 
many applications. However, recently there has been 
pushback against the use of black-box models for high-
stakes decisions [3]. In the last years, deep learning has 
become so popular today in part because of its effective-
ness for many practical problems. Further, a regarding 
network is easy to build-up by means of modern deep 
learning frameworks like Tensorflow and Py-Torch. How-
ever, we feel that the deep learning revolution has also 
turned machine learning into black magic. When certain 
deep architectures work very well for particular applica-
tions, we often do not understand why the decisions are 
made in this or that way. Even worse, when they do not 
work, we do not know why they failed. This means that 
choosing the right architecture frequently is a matter of 
trial and error. Needless to say, this is very time consum-
ing, and without any guarantees of success. Models like 
GLVQ and matrix GLVQ (GMLVQ, [7]) are fully interpret-
able in that all layers in those networks lend themselves 
naturally to human interpretation. Particularly, this net-
work type interprets data geometrically and adapts so-
called prototypes in the data space acting their like sen-
sors. Adaptation of them is realized by attraction to-
wards a presented sample or repulsing, depending on 
correct classification or failed decision, respectively. 
However, these networks cannot directly handle se-
quential data as effectively as recurrent network models. 
This is in part because raw sequence data of different 
lengths cannot be processed without artificial manipula-
tion like padding or clipping. Manual and labor-intensive 
feature engineering is therefore necessary such that 
pre-processed data can be feed into the network. 
RecLVQ circumnavigates this problem by incorporating 
recurrent structures to do the heavy-lifting, while still 
keeping the well-studied attraction-repulsion scheme 
from LVQ. Yet, RecLVQ is not longer fully interpretable 



in the same fashion like GLVQ or GMLVQ. Here, the pro-
totypes have to be interpreted as processing units to re-
flect the recurrent data information. There is no free 
lunch, but it may be a fair price to pay in certainapplica-
tions 
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