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Referat

Massive multiple-input multiple-output (MIMO), eine Technik bei der die Basisstation einer Mobilfunkzelle
mit einer großen Anzahl an Antennen ausgesta�et ist, wird derzeit als eine vielversprechende Schlüsseltech-
nologie zur Erfüllung der Anforderungen zukün�iger drahtloser Kommunikationsnetze der fün�en Genera-
tion betrachtet. Die zuversichtlichen Angaben über die Leistung solcher Systeme beruht allerdings auf einer
theoretischen, bisher kaum praktisch veri�zierten Annahme, dass die drahtlosen Übertragungskanäle ver-
schiedener Nutzer aufgrund der hohen Anzahl an Antennen voneinander unabhängig sind. Das heißt, dass
sogenannte günstige Übertragungsbedingungen herrschen. Die vorliegende Masterarbeit untersucht diese
neuartigen Systeme unter zwei verschiedenen Perspektiven.

Im ersten Teil dieser Arbeit wird der Ein�uss von realistischen Übertragungsbedingungen auf die Per-
formance von massive MIMO Systemen evaluiert. Dazu werden entsprechende numerische Systemsimula-
tionen durchgeführt und mit den Ergebnissen von praktischen massive MIMO Messkampagnen verglichen.
Die Untersuchungen ergeben, dass die sogenannten günstigen Übertragungsbedingungen in realistischen
Umgebungen nur bedingt beobachtet werden können. Daher führen traditionelle Kanalmodelle zu einer
ungenauen Abschätzung der Leistung von praktischen massive MIMO Systemen. Um diesem Problem zu
begegnen, wird deshalb eine neuartige Parametrisierung des traditionellen Kronecker-Modells vorgeschla-
gen, sodass relevante Kenngrößen realistischer Kanäle mit diesem Modell präzise widergespiegelt werden.
Anschließend folgt eine Untersuchung verschiedener Methoden zur Kanalschätzung in massive MIMO Sys-
temen unter den verschiedenen Kanalmodellen mi�els numerischer Simulationen. Die Experimente zeigen
auf, dass Schätzmethoden, welche speziell für massive MIMO unter der Annahme von günstigen Übertra-
gungsbedinungen hergeleitet wurden, eine signi�kante Leistungsminderung unter realistischen Kanalmod-
ellen erfahren.

Im zweiten Teil dieser Arbeit liegt der Fokus auf der Anwendung von massive MIMO Systemen in so-
genannten Internet of �ings (IoT) Netzwerken. Die typischerweise hohe Anzahl an aktiven IoT-Geräten
macht die Anwendung von e�zienten Scheduling-Algorithmen notwendig. Daher wird ein Downlink-
Scheduling-Algorithmus präsentiert, welcher sich die Eigenscha�en von massive MIMO Systemen und die
typischen Anforderungen an die Datenraten von IoT-Geräten zunutze macht. Im Speziellen wird vorgeschla-
gen, die IoT-Nutzer in Gruppen aufzuteilen und die verschiedenen Gruppen nacheinander zu versorgen. Die
Gruppengröße wird dabei mit Hilfe asymptotischer Eigenscha�en von massive MIMO Systemen hergeleitet.
Um die Gruppenmitglieder zu selektieren, wird eine modi�zierte Version des populären Semi-Orthogonal-
User-Selection (SUS) Algorithmus vorgeschlagen. Die anschließend durchgeführten numerischen Simula-
tionen bestätigen, dass die modi�zierte Version von SUS die Nachteile des originalen Algorithmus eliminiert,
was wiederum zu verbesserten Datenraten in dem betrachteten System führt.



Abstract

Massive multiple-input multiple-output (MIMO) transmission is considered as a promising key technology
ful�lling the requirements of future wireless communication systems of the ��h generation. �e auspicious
performance predictions of such systems, however rely on so called favourable propagation conditions, which
means that the channels of the users are independent of each other due to the large number of antennas at
the base station. �is thesis investigates such novel systems from two di�erent perspectives.

In the �rst part of this work, the in�uence of realistic propagation conditions on the performance of mas-
sive MIMO systems is evaluated. To this end, important characteristics of di�erent channel models available
in literature are evaluated by means of numerical simulations. �e comparison of these results with data
from practical measurement campaigns indicate that favourable propagation conditions are not always a
property of realistic environments. �erefore, traditional channel models lead to inaccurate performance
estimates for practical massive MIMO systems. In order to overcome this issue, a new parameterization of
the well-known Kronecker model is proposed, which enables an accurate modelling of important character-
istics of realistic propagation environments. Subsequently, the in�uence of the underlying channel model
on various channel estimation techniques in massive MIMO systems is studied by means of numerical sim-
ulations. �e experiments demonstrate that estimation techniques speci�cally designed for massive MIMO
systems experience a performance degradation under realistic channel models.

In the second part ot this thesis, the focus is on the application of massive MIMO transmission in so-
called Internet of �ings (IoT) networks. �e typically high number of IoT devices requires the application
of e�cient user scheduling algorithms. �us, a downlink scheduling algorithm is presented, which exploits
special properties of massive MIMO systems and IoT devices. In particular, it is proposed to serve the IoT
devices consecutively in groups, where the group sizes are derived by means of asymptotic properties of
massive MIMO systems. To select the group members, a modi�ed version of the popular semi-orthogonal
user selection algorithm is proposed. �e performed numerical simulations demonstrate that the modi�ed
version of the algorithm eliminates the shortcomings of its original counterpart which leads to improved
sum rate performance in the system.
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1 Introduction 1

1 Introduction

1.1 Motivation and Goals

Within the last couple of years, we have witnessed rapid developments and tremendous advance-
ments in the electronic and computer industry. As a result, electronic devices are nowadays preva-
lent in virtually every aspect of life in our modern society. Recently, a new trend is to equip the
devices with more powerful processors and transceivers for wireless communication which facili-
tates the integration of all these devices into a wide-reaching information processing network [1].
Such networks will enable the automation and remote control of processes in industry, tra�c, and
our daily life at home, thereby improving the productivity of industry and society [2].

�e envisioned interconnection of sensors, actuators and other information processing devices
to the so-called Internet of �ings (IoT) necessitates new powerful communication infrastructures
and is an integral part in the development of new ��h generation (5G) cellular networks [3–5]. In
IoT scenarios, the cells of a wireless communication system are expected to be densely populated
by a very large number of IoT devices [3,4,6]. For instance the authors in [4] state that up to 480 000

devices might be served by one Base Station (BS). In order to manage the challenges arising from
such a large number of devices, massive Multiple-Input Multiple-Output (MIMO) transmission is
considered as a promising candidate for future cellular wireless communication systems as it al-
lows spatial multiplexing of a signi�cant number of users [7]. In theoretical studies, it has been
shown that massive MIMO systems are capable to arbitrarily increase the system performance by
adding more and more antennas at the BS [8–10]. Recently, investigations of massive MIMO sys-
tems in practical experiments revealed, that theoretic performance predictions of such systems are
o�en too optimistic and deviate from the performance of such systems measured under practical
conditions [11–13].

In this thesis, we aim to study massive MIMO systems under two di�erent aspects. Our �rst
goal is to analyze the in�uence of realistic propagation conditions on the performance of massive
MIMO systems. As a second goal, we apply massive MIMO transmission in an IoT systems and
investigate methods to manage the new challenges arising from the very large number of devices
which gain access to the communication infrastructure in such systems.

1.2 Outline and Contributions of Thesis

�e work presented in this thesis is divided into two main parts. In Chapter 2 and Chapter 3 we
study typical properties of practical massive MIMO propagation environments and their in�uence
on the system performance. �e second part presented in Chapter 4 of this thesis focuses on
downlink user scheduling in massive MIMO IoT systems.

In Chapter 2 we �rst introduce the concepts of various well established channel models which
are typically used for the evaluation of massive MIMO systems. As a �st contribution of this the-
sis, we introduce a parameterization of the well-known Kronecker model which we derive based
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on the properties of real-world propagation environments. �en, we present a detailed compar-
ison of di�erent channel modelling approaches under massive MIMO con�gurations in terms of
system-level parameters such as correlation among the user channels and achievable sum rates.
�is comparison constitutes the second main contribution of Chapter 2 and provides important
insights on channel modelling for realistic massive MIMO systems. In Chapter 3 we investigate
the in�uence of the underlying channel models on the performance of massive MIMO channel
estimation techniques. We evaluate traditional and massive MIMO-speci�c techniques in a multi-
cell environment and draw conclusions about the impact of the underlying channel model on the
individual estimators.

In the second main part of our thesis presented in Chapter 4, we propose a new fair user schedul-
ing algorithm for the downlink in massive MIMO IoT systems. �e suggested strategy serves all
the users in the cell by means of user grouping. For our derivations, we exploit asymptotic prop-
erties of massive MIMO systems and typical characteristics of IoT devices. Our new approach also
eliminates �aws of a popular user scheduling algorithm which occur when operating under mas-
sive MIMO systems. Performed numerical simulations demonstrate that our proposed methods
exhibits very competitive performance compared to existing strategies.

1.3 Notation

In our thesis, we use boldface small le�ers for vectors, boldface capital le�ers for matrices and
calligraphic le�ers for sets. We refer to the i-th element of a vector a with a[i] and to the entry of
a matrix A in row i and column j with A[i, j]. We denote with (·)T , (·)H and (·)∗ the transpose,
the complex conjugate transpose and the complex conjugate of a matrix or vector. Moreover, the
inverse and pseudo-inverse of a matrix is indicated by (·)−1 and (·)†, respectively. �e symbol IK
denotes the identity matrix of size K .
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2 Channel Models

Massive MIMO transmission is considered a key technology driving the 5G evolution, which im-
proves the network performance by employing a large number of antennas at the BS. A key com-
ponent in the evaluation of massive MIMO systems is the underlying channel model. In many
theoretical works, uncorrelated channels which facilitate an analytic examination of the system
are considered. However, such models do not necessarily re�ect the properties of true propagation
channels which can results in misleading conclusions about the performance of massive MIMO
systems. �is chapter provides an overview of di�erent channel models commonly used in mas-
sive MIMO related literature and characterizes the models based on their proximity towards mas-
sive MIMO measurement campaigns. As a result of the investigations, a channel model with only
two parameters is proposed, which accurately models realistic propagation environments from a
system-level perspective.

Selected parts of this chapter were published in [14] in the framework of the 24th European
Signal Processing Conference 2016 in Budapest, Hungary.

2.1 Fundamentals of Channel Models

Wireless data transmission between two devices is performed by the emission and reception of
electromagnetic waves. �e information subject to transmission is imposed on the waves by means
of some modulation scheme. While travelling from transmi�er to receiver, the electromagnetic
waves pass a so-called channel which is determined by the physical environment in which the
wireless signals propagate. �e achievable performance of such a communication system is fun-
damentally determined by the underlying propagation channel which renders channel modelling
a crucial part of the system design [15, 16]. In the following, we will introduce some basic notions
of channel modelling required to understand the work presented in this chapter.

2.1.1 What Are Wireless Channels?

Physical propagation of electromagnetic waves carrying the transmit signals is a very complex
process as it is the result of various phenomena such as re�ection, refraction, di�raction and scat-
tering [13]. In general, the electromagnetic waves interact with a number of objects, so-called
sca�erers, in the propagation environment while travelling from transmi�er to receiver. From a
physical point of view, sca�erers represent objects, such as trees, buildings, walls or people, which
cause the above mentioned distortions to the propagating signal. Due to the interaction with the
sca�erers, multiple distorted copies of the original signal are detected at the receiver. �is prin-
ciple is illustrated in Fig. 2.1. It is clear from the �gure, that each detected copy travelled along
its individual path from transmi�er to receiver. �us, we will herea�er refer to one such copy as
Multi Path Component (MPC). It is evident that the number of received copies and their distortions
strongly depend on the respective propagation environment (i.e. the channel), which renders uni-
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Figure 2.1: Schematic illustration of physical phenomena of electromagnetic wave propagation.
Figure adopted from [17].

versal and accurate modelling of electromagnetic wave propagation in practical environments a
challenging task.

From a signal processing point of view, the wireless channel is modelled as a linear �lter [13]. �e
signals transmi�ed at the receiver are distorted by the channel before they arrive at the receiver
unit. Typically, such distortions manifest in delays, amplitude changes, and frequency o�sets of
the received signals [13]. In this thesis, we will only consider frequency-�at channels in which the
fading process is constant over the entire bandwidth of the channel. We remark, that frequency-�at
fading is a strong assumption, especially when large bandwidths are used for data transmission.
However, a frequency-selective wide band channel can be divided into multiple frequency-�at
narrow band channels by means of Orthogonal Frequency-Divison Multiplexing (OFDM). Con-
sequently, our restriction to frequency-�at channels does not constitute a limitation of practical
relevance of our presented work. Moreover, we remark that our assumption is in alignment with
the majority of the references consulted in the remainder of this thesis.

Let us now consider the data transmission in the downlink of the communication system, i.e.,
when data is transmi�ed from the BS equipped withM antennas to theK User Equipments (UEs).
To this end, we formally describe the relationship between transmi�ed and received signal as

y =
√
γHx + n, (2.1)

where y,n ∈ CK×1 is the signal received at the K UEs and the additive white Gaussian noise
with unit variance, i.e., n ∼ CN (0, IK), respectively. Moreover, the transmit signal x ∈ CM×1 is
assumed to have unity transmit power, i.e. E(xHx) = 1, H ∈ CK×M denotes the channel matrix
and γ ∈ R is a scalar scaling the transmit power at the BS. Here,H contains the channel coe�cients
between theK UEs and theM antennas at the BS and models the above mentioned physical e�ects
experienced by the signal x when travelling from transmi�er to receiver. Consequently, as a result
of the channel modelling procedure, we aim to obtain a policy to arti�cially generate the entries of
H such that the distortions of the transmit signal occurring in realistic environments are re�ected
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by the multiplication of x with H . We note that the transmission model in (2.1) describes the data
transmission from a system-level perspective and does not cover all physical aspects of wireless
signal propagation. �is, however, is not a restriction since our studies focus on algorithmic aspects
of massive MIMO communication systems for which (2.1) contains the relevant information (cf.
with the modelling assumptions made in references cited in this thesis).

A key property of H when evaluating communication systems described in Eq. (2.1) is the chan-
nel capacity, which measures the maximum information which can be inferred from an observation
vector y (received signal) about the unknown variables in x (transmi�ed signal). �e capacity of
H is formally de�ned as [8]

C = I(y,x) = log2 det
(
IK + γHHH

)
, (2.2)

where I(y,x) denotes the mutual information operator.1 �e channel capacity is a fundamental
metric determining the performance of the wireless communication systems and it is a property
of the underlying propagation environment. We remark that the channel capacity is determined
by the singular values of H . To see this, we write the singular value decomposition of H as

H = UΣV H , (2.3)

whereU ∈ CK×K ,V ∈ CM×M are unitary matrices and Σ ∈ CK×M is a matrix with the singular
values σ1,≥ . . . , σK ≥ 0 of H on its diagonal. Plugging (2.3) into (2.2) gives

C = log2 det
(
IK + γUΣΣHUH

)
= log2 det

[
U
(
IK + γΣΣH

)
UH

]
.

Since det(AB) = det(A) det(B) and the determinant of a unitary matrix is one, we can rewrite
the capacity as

C = log2 det
(
IK + γΣΣH

)
=

K∑
k=1

log2
(
1 + γσ2k

)
. (2.4)

While channel models are required to investigate the performance of wireless communication
systems, they also constitute an important tool for system design, such as the development of pre-
coding and detection algorithms, as well as testing and standardization of wireless communication
technologies [18]. Consequently, depending on the purpose of the model, certain features of phys-
ical propagation channels are more important than others. �is led to the development of di�erent
approaches to wireless channel modelling which are outlined next.

2.1.2 Types of Channel Models

Two fundamentally di�erent types of channel models are found in literature, namely analytical
and physical models [19]. While analytical models describe the radio channel mathematically in an
abstract manner, physical channel models aim to reconstruct the actual propagation characteristics
of electromagnetic waves. We will brie�y describe the main principle of both modelling approaches

1Note that the given de�nition of the capacity assumes that no power allocation is adopted at the BS.
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in the sequel.

Analytic Models

Analytic channel models describe the propagation environment by means of closed-form expres-
sions which generate the coe�cients of H . In literature, there exist two categories of such models,
namely propagation-based and correlation-based models [19]. While the former ones make use
of actual physical propagation parameters, such as directions and delays of signals, the la�er ones
generate the channel coe�cients based on statistical distributions only. Examples for propagation-
based models are Clarke’s Model and the virtual channel representation, whereas the Kronecker
and Weichselberger models are typical representatives of correlation-based models [19].

Analytical channel models are widely adopted for the purpose of theoretical evaluation of wire-
less communication systems [20]. �is can be explained by the fact that such models are mathe-
matically tractable and an entire communication system can be easily simulated numerically due
to the low model complexity. However, analytical models do not accurately re�ect physical prop-
erties of wireless signal propagation. In particular, the models usually require that the plane wave
front assumption holds true. While this is the case in conventional MIMO systems where the an-
tenna arrays have small physical dimensions, this assumption can not be used in massive MIMO
systems [11,21]. To understand this, we remark that the plane wave front assumption can only be
adopted if the UEs and the sca�erers are located outside the Rayleigh distance (i.e. in the far-�eld)
of the antenna array [13]. �e Rayleigh distance of the antenna array is dependent on the physical
dimensions according to

dRayleigh =
2D2

B
λ

, (2.5)

where DB is the largest physical dimension of the antenna array and λ denotes the wave length of
the carrier frequency [13]. To give an example, we assume a carrier frequency of 2.1 GHz which
corresponds to a wave length of λ = 0.15 meters and a linear antenna array withM = 64 antennas
spaced λ/2 apart, which results in DB = 9.45 meters. Consequently, dRayleigh ≈ 596 meters.
Hence, we can not assume that all UEs and sca�erers are located outside the Rayleigh distance
of the BS array which renders the plane wave front assumption invalid in such systems. Careful
studies are thus required to assess the applicability and validity of traditional channel models in
systems with physical large antenna arrays.

Physical Models

In order to overcome the restrictions of analytic channel models, more advanced concepts have
been developed to characterize practical propagation environments more accurately. To generate
the channel coe�cients of H , physical modelling approaches make use of basic physical princi-
ples of electromagnetic wave propagation in real environments. Generally, physical models are
distinguished into three categories, namely deterministic, geometry-based stochastic, and non-
geometrical stochastic models [19]. Deterministic channel models are obtained from practical
experiments in one particular environment. Despite being extremely accurate, such models are
impractical due to the complicated procedure involved when obtaining the model parameters, the
high computational complexity, and the validity for only one speci�c location [19]. In contrast
to this, geometry-based stochastic models arti�cially generate a virtual propagation environment
such that relevant properties of the generated channels match those of real propagation environ-
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ments from a statistical perspective. More speci�cally, the simulation environment is �lled with
a number of sca�erers, a BS and UEs at certain locations and the channels coe�cients are then
obtained by superposition of the contributions of all sca�erers.

Physical channel models generally exhibit a more complex nature than analytical models and
are usually not mathematically tractable [20]. However, owing to the more accurate description of
actual propagation e�ects of electromagnetic waves, these models facilitate a more precise repre-
sentation of practical propagation environments which is particularly helpful for the modelling of
massive MIMO systems. Consequently, such models are widely used to evaluate the performance
of a given system design under more practical conditions in order to obtain realistic performance
estimates [20].

2.2 Channel Models for Massive MIMO

A�er our brief categorization of channel models available in literature, we now describe some se-
lected representatives which are typical used for analysis and simulation of massive MIMO systems.
We �rst present three analytic channel models widely applied in theoretical massive MIMO stud-
ies. �en, we introduce the COST 2100 model, a physical channel model considered as a suitable
approach for practical massive MIMO channel modelling.

2.2.1 I.I.D. Rayleigh Model

�e most simple analytical channel model o�en adapted in massive MIMO related literature (see
e.g. [8–10, 22–24]) is the so-called independent identical distributed (i.i.d.) Rayleigh fading model.
�is model falls into the category of correlation-based analytic channel models [25]. �e entries
of H are generated by identical, independent Gaussian distributions, and each channel between a
UE and the BS is multiplied by a scalar to model the large-scale fading. Mathematically, we express
the i.i.d. Rayleigh channel as

H = D1/2W , (2.6)

where W ∈ CK×M re�ects the small-scale fading with W ∼ CN (0, IM ) and D ∈ RK×K is a
diagonal matrix containing the large-scale fading coe�cients.

�e i.i.d. Rayleigh model does not introduce any coupling or correlation between the channel
coe�cients. �erefore, it provides the highest capacity from an information theoretic point of view.
To illustrate this, we remark that the capacity de�ned in (2.2) depends on the channel covariance
matrix HHH . Using the tools from random matrix theory, one can show that for very large array
sizes, i.e., when M → ∞ and M/K = const. with M > K , the channel covariance matrix
approaches almost surely a diagonal matrix [8], that is,

1

M
HHH M→∞

= D. (2.7)

�is e�ect is known as favourable propagation conditions, since all K channels are orthogonal
[8,9,20]. In this case, H can be considered as a system providingK parallel channels, each channel
supporting its own individual data stream. �erefore, the i.i.d. Rayleigh channel provides ideal
propagation conditions and constitutes an upper bound for the capacity of a MIMO system [8].

�e i.i.d. Rayleigh model is very suitable for mathematical system analysis due to its simple an-
alytic closed-form expression and the well explored properties of i.i.d. Gaussian random variables.
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However, physical properties of electromagnetic wave propagation are not accurately covered by
this model. Moreover, the model o�en overestimates the capacity of realistic transmission chan-
nels, especially in massive MIMO systems [11–13, 21, 26]. We will consider this phenomenon in
more depth later in Chapter 2.3.

In our thesis, we will not take large-scale fading into account, i.e., we set D = IK . �is decision
is based on the practice of the measurement campaigns which we will consult for performance
comparisons of simulated and real-world massive MIMO systems later in our work. From a physical
point of view, large-scale fading models the power imbalances between the channels of di�erent
UEs, i.e., to which extent the signals are a�enuated on the way between transmi�er and receiver.
Mathematically, large-scale fading can be considered as an individual scalar for each user scaling
the length of the corresponding channel vector. �us, the direction of the vectors and consequently
the degree of orthogonality of the channels, a key property of massive MIMO systems, is not
directly a�ected by large-scale fading e�ects. �is fact and the initial nature of our studies justify
this fundamental decision.

Kronecker Model

As a second representative of correlation-based analytic channel models, we introduce the cor-
related Rayleigh model, also known as Kronecker model. In contrast to the i.i.d. Rayleigh model,
the Kronecker model introduces spatial correlation between the entries of H . Mathematically, the
Kronecker channel is de�ned as [15]

H = R
1/2
UE WR

1/2
B , (2.8)

where RB ∈ CM×M and RUE ∈ CK×K is the spatial correlation matrix at the BS antennas and
the UEs, respectively.2 Moreover, W has i.i.d. entries distributed according to CN (0, IM ).

It is easy to see from Eq. (2.8) that the correlation coe�cients at the BS and at the UEs are
assumed to be uncoupled in this model. �is assumption is justi�ed when the UEs are located
far away from the BS antenna array and a su�cient amount of random sca�ering takes place
between both locations [15]. We note that the Kronecker model has been criticized owing to its
inability to generate a realistic transmission channel [27] and the model tends to underestimate the
performance of real propagation channels. However, as our studies presented later in Chapter 2.3.4
will show, the Kronecker model is indeed capable of modelling realistic massive MIMO channels
from a system-level point of view.

We remark, that the i.i.d Rayleigh model is a special case of the Kronecker model obtained by
se�ing RB = IM , RUE = IK in (2.8).

2.2.2 Clarke’s Model

Originally introduced in [28], we brie�y present Clarke’s channel model as a typical example for
propagation-based analytical models. �e fundamental idea of this model is that the received sig-
nal is always a combination of multiple independent plane waves with random angles of arrival
and phase shi�s as a result of sca�ering e�ects in the propagation environment. For the sake of
model tractability, the author in [28] �xed the number of sca�erers and assumed that each sca�erer

2As already mentioned, we assume that all large-scale coe�cients are equal to one and we thus drop the large-scale
fading matrix completely.
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contributes one plane wave to the received signal. �en, the channel between a UE and the BS can
be described as

hk =
1√
Ns

Ns∑
s=1

a(αks) exp((2πfd cosαks + φks)), (2.9)

where NS is the number of sca�erers,  is the imaginary unit, fd is the maximum Doppler shi�,
and αks and φks are the angles of arrival and initial phases, respectively, of the wave from the s-th
sca�erer which are independent of the UE and sca�er indices. Both αks and φks are i.i.d. random
variables uniformly distributed in the interval [−π, π) and fd = v/cfc, where v is the speed of the
UE, c is the speed of light and fc is the carrier frequency [29]. Moreover, a(αks) ∈ CM×1 denotes
the steering vector of the antenna array at the BS. For a linear array with λ/2 antenna spacing, the
steering vector is given as [30]

a(αks) =


1

exp(−π cos(αks))
...

exp(−π(M − 1) cos(αks))

 . (2.10)

It is worth noting that Clarke’s channel model is identical to the i.i.d. Rayleigh model when NS

grows large as result of the central limit theorem [31].

2.2.3 COST 2100 Channel Model

Much e�ort has been made to develop sophisticated geometry-based stochastic channel models
in order to overcome the limitations of analytic modelling approaches. In contemporary fourth
generation (4G) wireless systems, WINNER II [32] and COST 273 [33] are o�en used for practi-
cal system evaluation. Currently, researches work on extensions of these concepts to model and
incorporate new technologies and features of future wireless communication systems [11, 34]. In
our thesis, we consider the COST 2100 model as one representative of geometry-based stochastic
channel models since it has been identi�ed as a potential candidate accurately modelling practical
massive MIMO systems [11, 13, 35].

In COST 2100, each wave is assumed to travel via a multitude of sca�erers from transmi�er to
receiver [36]. As an e�ect of re�ection, di�raction and refraction, each sca�erer will a�enuate or
amplify the signal amplitude, and impacts propagation direction and phase o�set of the impinging
wave. �e received signal is then obtained by superposition of all waves originating from all scat-
terers. COST 2100 is a sca�er-level modelling approach [36], since the entries of H are determined
by the properties of the sca�erers. To generate the entries of H , an arti�cial propagation envi-
ronment with randomly located sca�erers is created and the channel coe�cients are computed
depending on the location of BS and UE. �e basic steps of the COST 2100 modelling procedure
are outlined next.

1. De�nition of simulation scenario:

• specify propagation scenario, e.g., indoor, urban or rural outdoor environment, Line-
of-Sight (LOS) or Non-Line-of-Sight (NLOS) conditions

• de�ne fundamental system parameters, e.g. center frequency, number of cells

2. Generation of simulation environment
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Figure 2.2: Four clusters with their respective visibility regions (denoted as VR). Only cluster one
is active in this scenario. Figure adopted from [19].

• determine number and location of sca�erers and their properties such as signal a�en-
uation, phase shi�, visibility regions

• locate BS and UEs and assign velocity and moving direction to UEs

3. Compute channel coe�cients between each UE and the antennas at the BS array as a super-
position of the contributions of all sca�erers visible at the UE’s location

�e key idea of COST 2100 is that each sca�erer is assigned a number of so-called visibility
regions [36]. A sca�erer only contributes to the propagation of a UE (i.e. the channel coe�cients
of the UE’s channel) if the UE is located within the visibility region of the respective sca�erer
(as illustrated in Fig. 2.2). �is approach inherently enables the simulation of practical multi-user
systems since co-located UEs will see the same sca�erers and consequently have similar channels.
In contrast to this, in the WINNER II model, the channel coe�cients are generated for each UE
individually, which might lead to inconsistent modelling of closely located UEs [34]. �e spatial
consistency renders COST 2100 particularly suitable for massive MIMO, since the high spatial
model resolution enables a more thorough evaluation of the enhanced beamforming capabilities
of large antenna arrays.

In the following, we elaborate the fundamental idea behind the sca�erers in more detail. �e
concept originates from observations made in practical measurement campaigns which showed
that MPCs usually arrive in packets. More speci�cally, multiple signals with very similar angles
of arrival and path delays were usually detected at the receiver as a result of the interaction of the
propagating signal with the surface of typical sca�erers [36]. As an example of a typical sca�erer,
let us consider a building which causes multiple re�ections due to di�erent surface materials (e.g.
glass and stone) and shapes of the facade (e.g. balconies and windows). Here the individual an-
gles of arrival of the MPCs might �uctuate. However, they will be strongly related to the angle
between the antenna array at the BS and the building (i.e. the sca�erer) where the MPCs originate
from [36]. �us, COST 2100 models the contributions of one sca�erer as a packet of MPCs, where
the MPCs’ characteristics are described statistically. �e concept facilitates an accurate represen-
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tation of realistic environments due to its close relation to physical properties of electromagnetic
wave propagation. Moreover, the approach helps to decrease the model complexity in terms of
required model parameters. �is is because it is su�cient to characterize a sca�erer by an average
number of emi�ed MPCs, and the mean values and variances of a�enuation and angular properties
of the MPCs. �is renders the individual parameterization of each MPC unnecessary. COST 2100
distinguishes two types of sca�erers, namely local and far sca�erers. Each UE is surrounded by
its own local sca�erers and these sca�erers always contribute to the signal propagation of the UE,
regardless of its location. In contrast to this, far sca�erers are speci�c to the simulation environ-
ment and they are randomly located at a �xed position. Each far sca�erer is assigned a number
of visibility regions, which describe circular areas in the azimuth plane of the environment. �e
MPC components of a far sca�erer only contribute to a UE’s channel if the UE is located within
the visibility region of that sca�erer (cf. Fig. 2.2).

As already mentioned, the channel coe�cients between a UE and the BS antennas are eventually
obtained by the superposition of all contributions of the sca�erers visible at the UE’s location.
Mathematically, the channel between a single-antenna UE and the BS drawn from the COST 2100
is obtained as [36]

hk = ρk
∑
s∈Sk

%s

Ns∑
n=1

wsna(αsn, θsn), (2.11)

where ρk is the overall path-loss between the UE and the BS and Sk denotes the set of sca�erers
visible at the location of UE k. Furthermore, %s denotes the sca�erer speci�c a�enuation and wsn
describes the complex Gaussian fading of the n-th MPC of the s-th sca�erer (where sca�erer s
has Ns MPCs). To obtain the contributions of each MPC to the M element channel vector, wsn is
multiplied by the steering vector of the antenna array, denoted as a(αsn, θsn), where αsn and θsn
is the azimuth and elevation angle-of-arrival, respectively, of the plain wave originating from the
n-th MPC of the s-th sca�erer.

�e COST 2100 model facilitates an accurate characterization of a wireless propagation environ-
ment in space, time and frequency [13]. �is, however, comes along with considerable computa-
tional model complexity and the loss of analytic tractability. We therefore investigate methods to
approximate the outcomes of COST 2100 by means of a simple analytic channel model. We note
that [11] suggest extension to the original COST 2100 model in order to further increase the mod-
elling accuracy for massive MIMO systems. However, at the time of writing, the modi�ed COST
2100 model had not been published yet which is why we adopt the original COST 2100 model in
our studies.

2.3 Evaluation of Models in Massive MIMO Systems

In the remainder of this chapter, we compare the previously presented channel models from a
system-level point of view by evaluating the properties of the channel coe�cients in terms of
separability and capacity. First, we introduce the metrics used for our model comparisons. Sub-
sequently, we compare the channels generated by the presented models with data obtained from
real-world massive MIMO measurement campaigns. Based on these comparisons, we determine
the suitability of the models to simulate the performance of massive MIMO systems in realistic
environments.
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2.3.1 Metrics for Model Evaluation

With our studies presented in the following, we aim to investigate how “favourable” the channels
drawn from the models presented above are compared to real-world massive MIMO channels. In
alignment with the measurement campaign [37], we focus on the orthogonality of the channels of
di�erent UEs. �us, we eliminate power imbalances between the UEs by normalizing the power
of each individual channel to one. More speci�cally, we normalize each channel vector (i.e. each
column of H) as

hk,norm =
hk
‖hk‖

. (2.12)

�e normalized channel matrix is then obtained as Hnorm = [h1,norm, . . . ,hK,norm]. For the ease
of notation, we will drop the “norm” subscript in all equations for the rest of this chapter.

Channel Correlation

As a �rst comparison metric, we introduce the average normalized spatial correlation de�ned as [12]

ξ =
2

K2 −K

K∑
k=1

K∑
j>k

∣∣hHk hj∣∣
‖hk‖‖hj‖

, (2.13)

where hk denotes the channel between UE k and the BS, i.e., the k-th row of the channel matrix H .
�e measure ξ ∈ [0, 1] provides insights into the (average) similarity of the channels of two UEs. If
ξ is close to zero, the channels are pairwise uncorrelated on average, while values of ξ close to one
imply that the channels are strongly correlated. In the ideal case, i.e., under favourable propagation
conditions, all channels are mutually uncorrelated which means that ξ = 0. We remark, that for
the i.i.d. Rayleigh model favourable propagation conditions hold almost surely if M →∞ [12].

Pairwise correlation reveals information about channel similarity, which is particularly helpful
when studying the properties of closely spaced UEs and their channels. However, this metric
does not provide su�cient information to draw conclusions about the channel capacity. �us, we
introduce a more sophisticated metric measuring joint spatial correlation in the following.

Singular Value Spread of Channel Matrix

Joint spatial correlation is related to the singular values of H and reveals information about the
capacity of the simulated propagation channel. We measure joint spatial correlation, subsequently
denoted by κ, by means of the Singular Value Spread (SVS) of the channel matrix H . We recall,
that as a result of the singular value decomposition described in Eq. (2.3), we obtain K singular
values σ1,≥ . . . , σK ≥ 0. �e SVS of H is then de�ned as the ratio between the largest and
smallest singular value, that is,

κ =
σ1
σK

. (2.14)

It is evident that κ ∈ [1,∞). Note that the SVS is sometimes referred to as condition number of the
matrix H [11].

�e SVS indicates how favourable the propagation conditions are for a given channel matrix
H . If κ = 1, the channels of the UEs (i.e. the columns in H) are orthogonal, and simultaneously
transmi�ed data streams are perfectly separable at the receiver. On the other hand, if κ is large,
there exists a strong linear dependency between the channels of at least two UEs. �erefore, values
of κ close to one are desirable since they imply that H provides favourable propagation conditions.
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Sum Rate Performance

In general, the channel capacity as de�ned in Eq. (2.2) is obtained when non-linear precoding or
detection techniques are employed. Unfortunately, such techniques are usually too complex to be
applied in practical systems [8]. In order to shed light on the achievable performance in realis-
tic massive MIMO systems, we therefore introduce the downlink capacity when a more practical
precoding scheme is applied at the BS. For our comparisons, we assume that the BS performs
Zero-Forcing Beamforming (ZFBF) to precode the signals of theK UEs in the downlink. �e ZFBF
precoding matrix is obtained as the Pseudo-inverse of the channel matrix, and consequently, the
transmission model described in (2.1) can be rewri�en as

y = Hx + n = γHHH
(
HHH

)−1
s + n = γs + n, (2.15)

where s ∈ CK×1 denotes theK data symbols transmi�ed to the UEs3, γ =

√
PBS/ tr

[(
HHH

)−1]
is a measure of the signal-to-noise ratio (SNR) and PBS denotes the transmit power at the BS. By
plugging (2.15) into (2.2), we determine the capacity of the ZFBF downlink channel as

C = K log2
(
1 + γ2

)
. (2.16)

We note from (2.16) that the gain provided by a large antenna array can be used in two di�erent
ways. On the one hand, one can increase the SNR by increasingM , while the transmit power at the
BS remains �xed. On the other hand, we can keep the SNR constant and scale down the transmit
power at the BS with increasing M . In our simulations, we keep the SNR constant and scale down
the transmit power linearly with M due to the normalization performed in Eq. (2.12).

2.3.2 Characteristics of Practical Massive MIMO Channels

Before we investigate how well the presented models re�ect the properties of real-world massive
MIMO propagation channels, we characterize realistic propagation environments by means of our
proposed evaluation criteria. Since practical experiments are out of the scope of this thesis, we
make use of practical measurement results available in literature. A fair number of massive MIMO
measurement campaigns with di�erent focuses has been carried out lately. While the experiments
presented in [35, 38] study physical aspects such as power variations and angular distributions of
the received signals over the antenna array, the vast majority of measurement campaigns tackles
practical investigations from a system-level point of view by studying metrics like capacity and
SVS of the measured channels, see e.g. [11–13, 15, 21, 37, 39–42]. Furthermore, we note that a �rst
a�empt to standardize channel modelling for future communication systems based on real-world
measurements was made in the realm of the METIS project (see [34] for more detail).

In our thesis, we will mainly refer to [12, 40] to study pairwise channel correlation in practical
massive MIMO systems. Moreover, we consult the extensive measurement campaign [11,37,39] for
the evaluation of joint channel correlation of real-world propagation channels in terms of SVS. We
will compare the practical results with the characteristics of an i.i.d. Rayleigh channel to assess the
validity of the favourable propagation assumption for real-world massive MIMO systems. Based
on the practical observations, we will then derive a suitable parameterization of the Kronecker
model as a �rst a�empt to cover typical characteristics of practical massive MIMO channels with

3We assume data symbols with unit variance, i.e., E(sHs) = IK .
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Figure 2.3: Average pairwise channel correlation forK = 30 well separated UEs (5 meters or more
apart from each other).

a simple analytic model.
In general, physical propagation environments are distinguished into three di�erent categories,

namely indoor, outdoor and indoor-outdoor scenarios [34]. �ese categories can be further split
into several sub scenarios based on user mobility, building and user density and many more. De-
spite the availability of indoor measurement results, see e.g. [11, 41, 42], we restrict ourselves to
well-documented measurement campaigns conducted in semi-urban outdoor environments. We
made this decision based on observations made in indoor and outdoor experiments documented
in [11], which revealed that indoor scenarios provide more favourable propagation conditions in
general. It is important to note that physical propagation environments are further distinguished in
NLOS and LOS scenarios, respectively. It has been observed in practical experiments, that massive
MIMO systems perform be�er under NLOS conditions as a result of increased propagation path
diversity [37]. Under strong LOS conditions, however, spatial separation of UEs becomes particu-
larly di�cult due to the dominating contribution of the LOS component. �is e�ect is even more
pronounced when the UEs are closely located [37]. Consequently, co-located UEs under strong
LOS conditions are very challenging scenarios for massive MIMO systems. �erefore, in our thesis
we will focus on scenarios with LOS and mixed LOS/ NLOS conditions to evaluate the performance
of massive MIMO systems in particularly di�cult but realistic propagation environments.

Properties of Practical Channels of Well Separated UEs

In theoretical works, it is o�en assumed that the channels of su�ciently spaced UEs are uncorre-
lated when M grows large, see e.g. [9, 43–45]. �is assumption is based on the properties of the
i.i.d. Rayleigh model in which the channels are indeed rendered uncorrelated with growing M . In
the following, we will investigate whether this assumption is satis�ed in practical environments.

We �rst present real-world data measuring pairwise channel correlation of spatially separated
UEs. Practical measurements with UEs located several meters apart from each other were pre-
sented in [12, 40]. While [40] considered only medium-sized arrays with up to 32 antennas and
two active UEs, [12] presented the results of experiments with up to 112 antennas and 30 users. A
similar behaviour of the pairwise channel correlation was observed in both experiments, therefore,
we only present the results for ξ from [12] in Fig. 2.3. In addition, we also plot the trajectory of ξ
versus M for channels generated by the i.i.d. Rayleigh model for comparison purposes. It is easy
to see that an increasing number of BS antennas indeed helps to decrease the correlation between
the channels in practical scenarios. However, the trajectories in Fig. 2.3 clearly demonstrate that
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Figure 2.4: SVS for K = 4 well separated UEs.

the i.i.d. Rayleigh model does not accurately model the decorrelation e�ect observed in practical
scenarios for M > 10, which can be explained as follows. Even though the UEs are separated by
several meters, their signals might propagate via the same sca�erers in the environment, which in
turn can lead to similar channel coe�cients [40]. While increasing M from one to ten facilitates
the resolution of more sca�erers and thus greatly helps to decorrelated the channels, the bene�-
cial e�ects of further increasing M vanish due to the limited number of sca�erers existent in the
propagation environment [40].

To further investigate the assumption of uncorrelated channels and its validity in practical sys-
tems, we now evaluate joint correlation by means of SVS. �e measurement campaigns [21, 37]
provide results for the SVS of realistic massive MIMO channels for up to 128 antennas at the BS.
We show the SVS for several antenna se�ings and K = 4 spatially separated UEs extracted from
the measurement campaign [37] in Fig. 2.4. First, we observe that the channel hardening e�ect ob-
served in i.i.d. Rayleigh channels is also a characteristic of realistic channels which means that the
channel statistics become stable over di�erent channel realizations due to the increased number of
BS antennas. ForM = 4, i.e., in a conventional MIMO setup, the slope of the Cumulative Distribu-
tion Function (CDF) of κ is quite �at, that is, the SVS �uctuates considerably over di�erent channel
realizations. In contrast to this, for M = 32, 128, i.e., in a massive MIMO setup, the slope is very
steep which means that the SVS barley �uctuates over the channel realizations. �is indicates that
the performance of a massive MIMO system becomes insensitive to the instantaneous small-scale
channel coe�cients and thus more predictable. Second, we observe that the SVS of the measured
channels is close to that of i.i.d. Rayleigh channels. However, the �gure indicates that the mean
values of κ deviate in measured and i.i.d. Rayleigh channels when M is large, which is again a
result of the limited number of sca�erers (and consequently propagation paths) provided by the
propagation environment. �is aligns with the saturation e�ect for large M observed in Fig. 2.3.

We conclude that practical massive MIMO channels with UEs located far apart exhibit similar
properties as those of i.i.d. Rayleigh channels. A large antenna array indeed helps decorrelate
the channels of the UEs as the i.i.d. Rayleigh model suggests. However, a saturation e�ect can be
observed in practical systems for largeM , which is not accurately covered by the analytical model.
�us, an arbitrary increase of M is not expected to render the channels of spatially separated UEs
completely uncorrelated in practical systems.
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Figure 2.5: SVS for K = 4 closely spaced UEs (1.5 to 2 meters apart from each other).
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Figure 2.6: SVS for K = 9 closely spaced UEs (all UEs within a 5 meter-diameter circle).

Properties of Practical Channels of Closely Located UEs

A�er considering a desirable scenario in which the UEs are spatially separated, we now investigate
a more di�cult situation where the UEs are closely located. �e joint correlation4 observed in a
practical LOS scenario with four UEs spaced 1.5 to 2 meters apart from each other and up to 128 BS
antennas is presented in [37]. Moreover, a mixed LOS/ NLOS scenario with 9 users located within
a �ve-meter diameter circle and 128 BS antennas is studied in [11]. �e results of the experiments
documented in [11] and [37] are depicted in Fig. 2.5 and Fig. 2.6, respectively.

We observe from the �gures that the channel hardening e�ect can also be observed in practical
scenarios with closely located UEs and the slopes of the CDFs of κ observed in measured channels
are similar to those of the equivalent i.i.d. Rayleigh model. Furthermore, the CDFs move to the
le� when increasingM which indicates that large antenna arrays help to decorrelate the channels
even in di�cult scenarios considered here. However, there is a signi�cant deviation of the mean
values of κ for the measured and the i.i.d. Rayleigh channels, and the analytical model consider-
ably overestimates the ability of a large antenna array to separate co-located UEs. Moreover, by
comparing Fig. 2.4 and Fig. 2.5 we conclude that the joint channel correlation (i.e. the mean value
of κ) is signi�cantly increased when the UEs are located close to each other. While the signals of
well separated UEs propagate via di�erent sets of sca�erers, closely spaced UEs usually see the
same sca�erers. As already mentioned, the MPCs of one sca�erer have similar properties, which
leads to the increased channel correlation [11]. Nevertheless, we conclude from Fig. 2.5 and Fig. 2.6
that even closely spaced UEs can be separated at the BS. �is is because even though the UEs see

4We consider only joint correlation in such scenarios since no practical measurements studying pairwise correlation
of closely spaced UEs were available at the time of writing.
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the same sca�erers, the set of MPCs contributing to the signal propagation is di�erent from UE to
UE [13].

In conclusion, we state that increasing M is also bene�cial in case of closely located UEs and
helps decorrelate the channels. However, measurements indicate that non-negligible UE correla-
tion exists among co-located UEs which renders the i.i.d. Rayleigh model inappropriate for such
scenarios. To avoid an overestimation of the performance of massive MIMO systems, user corre-
lation should thus be taken into account when modelling co-located users.

2.3.3 Parameterization of Kronecker Model Based on Measurement Data

Based on the results of the experimental massive MIMO studies described above, we now suggest
a simple analytical model which covers typical characteristics of real-world propagation environ-
ments from a system-level point of view. In our work, we adopt the Kronecker model to generate
the arti�cial massive MIMO channels. It is not our goal to model physical properties of realistic
channels, but we only focus on the modelling of stochastic parameters of the channel coe�cients,
such as channel correlation and eigenvalues, since these measures directly determine the channel
capacity in Eq. (2.4). We adopt the Kronecker model since it allows us to express correlation at the
BS and the UE side independent of each other. We will parameterize the Kronecker model such
that pairwise channel correlation and joint spatial correlation of the resulting channels approxi-
mate that of the measured channels well. As a basic goal, we aim to provide an easy closed-form
expression for the correlation matrices in (2.8), independent of physical parameters such as dis-
tances between the UEs. Such an approach reduces the required model parameters to an absolute
minimum and renders the generation of an arti�cial simulation environment unnecessary. �us
the model is particularly suitable for theoretical analysis of realistic massive MIMO systems due
to the resulting low computational complexity and the small number of parameters.

In the following, we present the expressions for the correlation matrices RB and RUE. We follow
the basic approaches used in [46–48] and model the correlation matrices by means of a simple
exponential model. Although the entries of RB and RUE can be complex in general, we restrict
ourselves to real entries only. �is restriction is justi�ed by the observations made in [46] which
show that real exponential correlation matrices can indeed model realistic channels well in terms of
the resulting channel capacity. Mathematically, the entry in row i and column j of the correlation
matrices suggested in [46] is given byR[i, j] = a|i−j|

2 with a ∈ [0, 1]. Consequently, the structure
of the corresponding N by N matrix is given as

R =



1 a1
2

a2
2

. . . a(N−1)
2

a1
2

1 a1
2 . . . ...

a2
2

a1
2

1
. . . a2

2

... . . . . . . . . . a1
2

a(N−1)
2

. . . a2
2

a1
2

1


. (2.17)

We remark that R has a Toeplitz structure, when the exponential correlation model is adopted.
Let us �rst focus on the case where the UEs are located far apart from each other. Following

the observations described in Chapter 2.3.2, we assume the UEs to be uncorrelated in this case,
i.e., we set RUE = IK in Eq. (2.8). We recall that the channels of well separated UEs can not
be decorrelated completely by increasing M at the BS (cf. Chapter 2.3.2). In fact, a saturation
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Figure 2.7: Average SVS (in dB) versusM forK = 6 UEs spaced far apart from each other (5 meters
of more).

e�ect was observed in practical systems occurring for moderate and large M , which manifests
in an unchanged value of average pairwise and joint channel correlation when M is increased.
�is phenomenon has to be taken into account when modelling the correlation at the BS in a
massive MIMO systems. Unfortunately, this saturation e�ect can not be accurately covered by the
exponential structure described in (2.17). To demonstrate this, we plot the average SVS resulting
from the Kronecker model with RUE = IK and RB = R (with di�erent values for a) versus
M for K = 6 well separated UEs in Fig. 2.7. For comparison purposes, we also plot the average
SVS extracted from the measurement campaign [12] for K = 6 well separated UEs. It is easy to
see from the �gure, that the saturating decorrelation e�ect observed in practical systems is not
covered well by the structure shown in (2.17). �us, we propose the introduction of a penalty on
the correlation coe�cients which grows with M . More speci�cally, we suggest to generate the
entries of R according to R[i, j] = a|i−j|

2/M . �en, the correlation matrix at the massive MIMO
BS has the following structure:

RB =



1 a1
2/M

B a2
2/M

B . . . a
(N−1)2/M
B

a1
2/M

B 1 a1
2/M

B
. . . ...

a2
2/M

B a1
2/M

B 1
. . . a2

2/M

B
... . . . . . . . . . a1

2/M

B

a
(N−1)2/M
B . . . a2

2/M

B a1
2/M

B 1


, (2.18)

where aB ∈ [0, 1], and the value of aB is chosen such that the SVS extracted from a given measure-
ment campaign is approximated well. To illustrate the penalty e�ect introduced by the modi�ed
correlation matrix, we plot the average SVS resulting from the Kronecker model with RUE = IK

and RB as in (2.18) with aB = 0.35 for K = 6 and varying M in Fig. 2.7. �e plot demonstrates
that the trajectory of the SVS versus M observed in a real-world massive MIMO system can be
approximated well with the proposed correlation matrix and the saturation e�ect with increasing
M is accurately covered. Although this approach models realistic channels consistently over a
wide range ofM from a system-level point of view, it is important to note that this model does not
necessarily re�ect the true correlation coe�cients of real physical channels.
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Let us now consider the scenario, when theK UEs are closely located. In this case, the saturation
e�ect with increasing M is still existent. Additionally, a signi�cant increase in joint spatial corre-
lation was observed which indicates that co-located UEs have similar channels (cf. Chapter 2.3.2).
�erefore, we propose the introduction of correlation between co-located UEs. Speci�cally, we
model the correlation matrix as RUE = R, where R is obtained from (2.17) with N = K and
a = aUE. Here, the model parameter aUE is chosen such that the SVS extracted from a given
measurement campaign is approximated well.5

Due to the proposed construction of the correlation matrices, the channel model is completely
characterized by only two real parameters. �e speci�c values of the parameters aB and aUE can be
found by comparing the average SVS resulting from the Kronecker model with that resulting from
corresponding measured channels. In the following section, we will demonstrate the suitability of
our proposed Kronecker model to simulate realistic massive MIMO channel from a system-level
point of view.

2.3.4 Model Comparison

In the remainder of this chapter, we will compare the presented channel models under massive
MIMO con�gurations. �e properties of the generated channel coe�cients are evaluated by means
of pairwise and joint channel correlation as well as channel capacity. Additionally, we will show
these measures for the corresponding real-world channels in order to see to which extent the prop-
erties of practical channels are re�ected by the arti�cially generated channels. In our simulation
setup, we consider a single-cell system with one massive MIMO BS and a variable number of an-
tennas and UEs. We average the results over 1000 independent channel realizations for each model.
Moreover, we compute the average downlink sum rate, by numerically simulating the ZFBF data
transmission for each channel realization.

In our experiments, we con�gure the COST 2100 channel according to the parameterization
given in [11, Table 7.1] which was mostly derived from massive MIMO measurements. Moreover,
similar to the COST 2100 con�guration, we set the number of sca�erers to NS = 15 in Clarke’s
model. For the Kronecker model, we choose the correlation matrices as described in Chapter 2.3.3,
where the parameters aB and aUE are chosen individually for the di�erent experimental setups.

2.3.5 Pair-Wise Channel Correlation

We �rst compare the pairwise spatial correlation between the channels of the UEs drawn from
di�erent channel models. For this experiment, we reconstruct the real-world scenario considered
in [12] and assume K = 30 UEs which are spatially separated by �ve meters or more. In our
proposed Kronecker model, we therefore set aUE = 0 (i.e., the UEs are uncorrelated) and we choose
aB = 0.3 such that ξ observed from the Kronecker channels approximates that of the measured
channels well. For the COST 2100 model, we set the parameters according to the LOS case in [11,
Table 7.1] and we place the 30 UEs as in the original experimental setup, that is, the UEs are located
on two lines, where the distance between the UEs on a line is 5 meters and the distance between
the lines is 50 meters.

Fig. 2.8 illustrates the average value of ξ versusM for the di�erent channel models. It is evident,
that increasing the number of BS antennas helps decorrelate the channels under all the models.
For M = 1, . . . , 10 the bene�cial e�ect of increasing M observed in realistic environments is

5Note that aUE depends on the number of closely spaced UEs to be modelled.



2 Channel Models 20

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140
0

0.2

0.4

0.6

0.8

1

M →

ξ
→

i.i.d. Rayleigh
Clarke’s Model
Kronecker
COST 2100
Measurement [12]

Figure 2.8: Average pairwise channel correlation for K = 30 well separated UEs.

approximated rather well by all the models. However, the channels drawn from the i.i.d. Rayleigh
and Clarke’s model provide a lower correlation than real-world channels whenM grows large since
both models assume completely uncorrelated fading over the antenna array. In contrast to this, we
observe that the COST 2100 model and our proposed Kronecker model indeed exhibit a saturation
e�ect with increasing M . It is worth noting that the Kronecker model approximates the realistic
channels very well in terms of ξ over the whole range ofM , however, the value of ξ obtained from
COST 2100 saturates at a slightly higher level than observed in the measurements. �ese deviations
are a result of the performed model parameterization procedure. While we tuned the parameter
of the Kronecker model according to the measurement data, we adopted the parameter set given
in [11] for COST 2100 since no parameterization of COST 2100 was provided in [12]. Although this
comparison might thus appear somewhat unfair, we stress that the Kronecker model requires the
tuning of aB only, while an entire set of parameters needs to be identi�ed for COST 2100, which,
however, can hardly be inferred from the data provided in [12].

From the above observations, we conclude that COST 2100 and our proposed Kronecker model
re�ect the saturation e�ect in terms of ξ for growing M observed in realistic systems. �is is in
contrast to the i.i.d. Rayleigh model and Clarke’s model which tend to overestimate the bene�cial
e�ects of an increasing number of BS antennas. In summary, the Kronecker model and COST 2100
are suitable to model realistic massive MIMO channels in terms of pairwise spatial correlation.
Moreover, the Kronecker model is more easily matched to the real-world data than the COST
2100 model as a result of the considerable di�erences in terms of the number of required model
parameters.

2.3.6 Singular Value Spread

Let us now investigate how well the presented channel models approximate real-world channels
in terms of joint spatial correlation. To this end, we compare the CDFs of κ obtained from the
channel models with those observed in the practical experiments [37] and [11]. For the Kronecker
model, we set the correlation coe�cient at the BS to aB = 0.18 and aB = 0.3 when reconstructing
experiment [37] and [11], respectively. Moreover, we set the correlation at the UEs to aUE = 0.5

and aUE = 0.6 for [37] and [11], respectively. We chose the parameters of the Kronecker model,
such that the CDFs of the SVS of the generated channels matches those measured in the references.
To parameterize the COST 2100 channel model, we make use of the LOS con�guration given in [11,
Table 7.1] for both scenarios and we locate the UEs on a circle of �ve-meter diameter, where the
distance between the BS and the centre of the circle is 50 meters. �is approximates the physical
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setup of the practical experiments.
Fig. 2.9a and Fig. 2.10 show the trajectories of the CFDs of κ for the two experimental setups.

It is evident from the graphs that the slopes of the measured CFDs are well approximated by all
the channel models. �e increased steepness of the CDFs means that κ becomes more stable over
di�erent channel realizations whenM grows. �us, we conclude that the channel hardening e�ect
observed in i.i.d. Rayleigh models is also a typical characteristic of realistic propagation environ-
ments.

A�er evaluating the slopes of the CDfs, we now focus on the relative locations of the CDFs.
First, we compare the average values of κ of the channels drawn from the i.i.d. Rayleigh model
and Clarke’s model to that of the measured channels. Fig. 2.9a and Fig. 2.10 clearly show, that both
models result in an average value for κ, which is signi�cantly smaller than the values measured in
the practical experiments for all antenna se�ings. We remark that the deviations become even more
pronounced when M grows large and reach up to 7 dB. �is observation aligns with the results
presented in Fig. 2.8 which demonstrates that both models overestimate the bene�cial e�ects of
large M in a massive MIMO system. In contrast to this, the mean values of κ resulting from COST
2100 and the Kronecker model are much closer to the measured values and deviate by at most 4 dB.
We also conclude from the �gures that both models show the saturating behaviour of κ when M
grows large. However, the COST 2100 model tends to underestimate the joint spatial correlation
of real systems with closely located UEs when M is very large, while our proposed Kronecker
model approximates the mean values of κ particularly well under massive MIMO se�ings. �us,
we conclude that the Kronecker model provides the best accuracy in terms of SVS when modelling
massive MIMO systems with closely spaced UEs.

Another interesting question is how the channel models behave under di�erent spatial user dis-
tributions and whether changes in terms of SVS observed in practical systems are covered by the
models. �erefore, we compare the CDFs of κwhen the BS serves four UEs which are either closely
located or well separated in Fig. 2.9. As we demonstrated earlier in Chapter 2.3.2, increasing the
spatial separation of the UEs helps to reduce joint spatial correlation in practical systems. �is
phenomenon, however, is not covered by the i.i.d. Rayleigh and Clarke’s model since they do not
support di�erent spatial user distributions. On the contrary, the e�ects of increased user density
are covered by the Kronecker model and COST 2100 as the plots in Fig. 2.9a and Fig. 2.9b reveal. We
recall that the Kronecker model simulates co-located UEs by means of the correlation matrix RUE

(2.8), whereas COST 2100 actually places the UEs in the simulation environment according to the
experimental setup. Nevertheless, we observe a be�er match between κ obtained from simulations
and the measurements when the Kronecker model is used. �e mismatch of the COST 2100 model
can be partly explained by the model parameterization used in our simulations. While we tuned
the two parameters of the Kronecker model such that a good match between the CDFs of κ from
simulations and measurements is achieved, such a tuning of COST 2100 is prohibitive owing to the
large number of model parameters.

Before moving on to the comparison of the sum rates achievable under the di�erent models,
we evaluate the behaviour of the SVS versus M . To this end, we again consult the measurement
campaign [12] and aim to reconstruct the experiment where the BS serves K = 6 UEs which are
well separated by �ve meters. �e trajectories of the SVSs for values of M varying between 6 and
120 is depicted in Fig. 2.11. �e �gure is another indicator that the i.i.d. Rayleigh and Clarke’s model
consistently underestimate the joint spatial correlation when M is large, even for well separated
UEs. An interesting and somewhat surprising conclusion drawn from Fig. 2.11 is that COST 2100
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(a) UEs are closely located. For Kronecker model we used aB = 0.18, aUE = 0.5.
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Figure 2.9: SVS for K = 4 UEs.
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Figure 2.10: SVS for K = 9 closely located UEs. For the Kronecker model we used aB = 0.3,
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Figure 2.11: SVS versus M for K = 6 well separated UEs. For the Kronecker model we used
aB = 0.3, aUE = 0.

consistently overestimates κ in the given experiment. �is observation demonstrates the modelling
inconsistency of COST 2100, which was already discovered in the preceding experiments. Our
proposed Kronecker model, however, approximates the measured channels very well in terms of
the SVS over the entire range of M .

2.3.7 Sum Rate Performance

To complete our studies, we now focus on the sum rate performance of the ZFBF precoder under
the di�erent channel models. We �rst compare the performance of a massive MIMO system serving
K = 4 UEs simultaneously in the downlink. We plot the downlink sum rate obtain according to
Eq. (2.16) versusM for a �xed transmission power of PBS = 10 dB for the di�erent channel models
in Fig. 2.12 and compare it with the experimental results documented in [13]. It is evident that
the i.i.d. Rayleigh model and Clarke’s channel model consistently overestimate the performance
of practical massive MIMO systems, which is in strong agreement with the conclusions drawn
from the comparisons of joint orthogonality in the last section. Since both models signi�cantly
underestimate the channel correlation occurring in realistic systems with closely located UEs, they
provide very optimistic predictions for the achievable capacity in massive MIMO systems which
are unlikely to be met in realistic system setups. Fig. 2.12 further reveals an inconsistent modelling
of the ZFBF performance by COST 2100. While for small M , the model tends to underestimate
the achievable rates; it gives too optimistic values for large M . �is behaviour goes hand in hand
with the values of the SVS of the channels drawn from COST 2100, which were identi�ed to be too
large for small M and too small for large M earlier in Fig. 2.9a. In contrast to this, our proposed
Kronecker model results in a very accurate modelling of the sum rate performance of practical
systems over the entire range of M .

A similar conclusion can be drawn when studying the ZFBF performance versus Signal-to-Noise
Ratio (SNR) for the di�erent channel models. In Fig. 2.13 we depict the ZFBF downlink sum rate
versus SNR for M = 128 antennas and K = 9 closely located UEs. First, we remark that for su�-
ciently large values of SNR, the sum rate scales linearly with increasing SNR in both the simulated
and practical environments. However, the absolute value of the achievable sum rate obtained from
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Figure 2.12: Sum Rate versus M for K = 4 closely located UEs. For the Kronecker model we used
aB = 0.18, aUE = 0.5.
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Figure 2.13: Sum Rate for M = 128 and K = 9 closely located UEs. For the Kronecker model we
used aB = 0.3, aUE = 0.6.

the i.i.d. Rayleigh model and Clarke’s model do not re�ect the rates achievable in the real-world
environment very well. �is is again a result of the previously described underestimation of the
channel correlation in i.i.d. Rayleigh and Clarke’s model. Furthermore, we notice that the COST
2100 does also lead to an overestimation of the sum rate performance in the considered scenario.
To understand this, we compare the SVS obtained from the COST 2100 model with that of the mea-
sured channels for M = 128 in Fig. 2.10. It is easy to see, that the SVS of the COST 2100 channels
is signi�cantly smaller than in the practical experiment which in turn explains the larger sum rate
observed in Fig. 2.13. In contrast to this, it is evident from Fig. 2.13 that our proposed Kronecker
model re�ects realistic massive MIMO systems very well in terms of achievable sum rate over the
entire SNR range considered here.

Overall, our simulations demonstrated that the i.i.d. Rayleigh model and Clarke’s channel model
consistently overestimate the performance of realistic massive MIMO systems since they do not
take any correlation between the channel coe�cients into account. In contrast to this, COST 2100
and our proposed Kronecker model provide more realistic estimates. While the Kronecker model
is capable of modelling joint spatial correlation and sum rate performance of measured channels
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very accurately, COST 2100 exhibits a modelling inconsistency which o�en leads to a mismatch be-
tween the simulated and measured channels. �us, we conclude that the Kronecker model with the
correlation matrices proposed in this thesis constitutes a very suitable approach to model practical
massive MIMO systems from a system-level point of view.

2.4 Conclusions

Accurate channel models re�ecting the properties of real-world propagation environments play a
vital role when estimating the achievable performance of massive MIMO systems. In this chapter,
four di�erent models commonly used in the massive MIMO literature were examined in terms of
their ability to re�ect typical characteristics of practical channels.

�e widely used i.i.d. Rayleigh channel model and the closely related Clarke model were shown
to consistently overestimate the achievable performance of realistic systems due to absence of
correlation between the channel coe�cients in these models. As a result, both models provide
very optimistic predictions for pairwise and joint spatial correlation as well as achievable sum
rates in such systems. In particular, the gap between the predictions provided by both models
and the measured results increases when the number of BS antennas grows very large, that is, the
bene�cial e�ects when switching from conventional MIMO systems to massive MIMO systems
seen under the i.i.d. Rayleigh and Clarke’s model can not be observed in practical systems.

In contrast to this, it was observed that the COST 2100 and the correlated Rayleigh models,
incorporating spatial correlation parameters serve as a be�er approximation for massive MIMO
channels. However, the COST 2100 model leads to somewhat inconsistent modelling results for
varying M . Moreover, it has been identi�ed to be inconvenient for theoretical system analysis
owing to its high model complexity and the large number of parameters whose values are di�cult
to obtain from practical measurement data.

To overcome the inconsistencies of the existing models, a novel strategy to model massive MIMO
channels was proposed. �e suggested approach is based on the well-known Kronecker model,
and a characterization of the correlation matrices by only two real parameters was derived. It
was demonstrated that the Kronecker model with the proposed modi�ed exponential correlation
matrices is able to accurately predict pairwise and joint spatial correlation as well as achievable
sum rates observed in real-world channels. �us, the model presented in this thesis constitutes
an approach to the channel modelling problem for massive MIMO systems, which provides more
accurate and consistent predictions than existing models while being very easy to parameterize
based on practical channel measurements.
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3 Channel Estimation

Large antenna arrays at the BS of a wireless communication system o�er many advantages such as
improved signal detection in the uplink and very precise beamforming in the downlink. To leverage
from the bene�ts o�ered by such massive antenna arrays, the BS needs access to the instantaneous
channel coe�cients, which in turn requires e�ective channel estimation techniques. �ough vari-
ous such channel estimation algorithms have been proposed in the massive MIMO literature, their
performance evaluation has been limited to the case of standard channel models and determin-
ing their suitability for practical scenarios remains an important problem to be addressed. In this
chapter, the evaluation of available estimation techniques is approached from a new perspective
aiming to identify impacts of the underlying channel model on di�erent estimators.

Similar to the preceding chapter, the work presented in the following was partly published in [14]
in the framework of the 24th European Signal Processing Conference 2016 in Budapest, Hungary.

3.1 Preliminaries

In contrast to the last chapter, we now concentrate on the uplink of a massive MIMO system in
a multi-cell setup. First, we introduce the system and transmission model assumed in this Chap-
ter. Subsequently, we will explain the pilot contamination problem occurring in such multi-cell
networks.

3.1.1 Multi-Cell Network Model

In this chapter, we consider the uplink of a fully synchronized multi-cell wireless communication
system withB cells. In each cell, there is one massive MIMO BS equipped withM antennas serving
K single-antenna UEs.1 We de�ne the uplink channel between UE k in cell j and the M antennas
at the BS in cell b as hbjk ∈ CM×1. Moreover, we collect all channels between the UEs in cell j
and the BS located in cell b in the matrix Hbj = [hbj1 ,hbj2 , . . . ,hbjK ] ∈ CM×K .2 �is multi-cell
setup is illustrated in Fig. 3.1.

We learned from the last chapter, that the channel coe�cients, i.e., the entries in Hbj , are de-
termined by the underlying propagation environment and the location of the UEs. Consequently,
if either the UEs or objects in the environment move, the channel coe�cients will change. In our
thesis, we adopt the common assumption of a time block fading model, i.e., the channel coe�-
cients remain constant during a transmission block of C data symbols and change from coherence
interval to coherence interval [43–45,49,50]. We call one such block in which the channel remains
constant coherence interval in the sequel. Moreover, we assume the channel statistics to be constant
over time, which is justi�ed by the fact that the large-scale coe�cients were observed to change by
one or two orders of magnitude slower than the instantaneous channel coe�cients [51]. We thus

1For the ease of notation, but without loss of generality, we assume that M and K is the same in all cells.
2We remark that the de�nition of the channel adopted in this chapter is slightly di�erent from the other parts in

our thesis in which we consider the downlink transmission and thus de�ned the channel of one UE as a row vector.
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Figure 3.1: Multi-cell system with B = 3, M = 24, K = 4.

Figure 3.2: Partition of one channel coherence interval C in the three phases.

model the covariance matrix of the channels time-invariant and denote the covariance matrix of
the channels between the UEs in cell j cell and the BS in cell b as

Rbj = E
(
h̄bjh̄

H
bj

)
, (3.1)

where Rbj ∈ CMK×MK and h̄bj denotes the vectorized form of Hbj obtained by stacking the
columns of Hbj on top of each other.

3.1.2 Data and Pilot Transmission Model

Channel estimation becomes a challenging task under massive MIMO systems sinceM coe�cients
per UE need to be estimated. �erefore, many theoretical works assume a Time-Division Duplex
(TDD) operation of massive MIMO systems which reduces the required overhead for channel es-
timation tremendously [8, 43, 50, 51]. In a TDD system, the coherence interval is split into three
phases: the training, uplink data and downlink data phase, respectively (cf. Fig. 3.2). During the
training phase, the UEs transmit so-called pilot symbols to the BS. �e transmi�ed pilot symbols
are a priori known on both ends of the communication link which facilitates channel estimation
at the BS. �e BS makes use of the obtained channel estimate to detect the uplink data symbols
and precode the downlink data symbols intended for the UEs. It is evident that all three transmis-
sion phases have to be carried out within one coherence interval in order to avoid performance
degradation due to outdated channel estimates.

During the uplink data phase, the BS in cell b receives the superposition of all data transmi�ed
in all cells:

Zb =
√
γ

B∑
j=1

HbjXj + N b, (3.2)

where Xj ∈ CK×D contains the D uplink data symbols transmi�ed by the UEs in cell j on its
rows, where we assume that each entry of Xj has unit variance, N b ∈ CM×D is the additive
complex white Gaussian noise with zero mean and unit variance, and γ is a measure of the SNR.
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Moreover, during the pilot transmission phase, the BS in cell b receives a superposition of the
training data of all UEs in all cells:

Y b =
√
γ

B∑
j=1

HbjP j + N b, (3.3)

where P j ∈ CK×T contains the T pilot symbols transmi�ed by the UEs in cell j on its rows and
N b ∈ CM×T denotes the noise as in (3.2).

�e pilot sequences of di�erent UEs are required to be orthogonal such that the BS is able to
separate the signals of the K UEs in the cell and estimate their channels. In order to achieve or-
thogonality between the pilot sequences transmi�ed during the training phase in (3.3), the length
of each individual sequences needs to be at least KB, i.e., T ≥ KB. We recall that pilot transmis-
sion needs to be performed in each coherence interval, thus only C − BK symbols are available
for uplink and downlink data transmission. Consequently, under massive MIMO systems where
the number of supported UEs is large, the training phase would occupy a considerable part of the
coherence interval which in turn deteriorates the system performance [8]. Moreover, guaranteeing
orthogonality of the training sequences used in di�erent cells requires coordination between the
BSs, which might not be possible in any case. �us, it is usually assumed that the same set of orthog-
onal pilot sequences is reused in all cells, i.e., P j = P ∀ j ∈ {1, . . . , B}, see e.g. [8, 43, 45, 51, 52].
In this case, it is su�cient to use pilot sequences of length T ≥ K to guarantee orthogonality
across the UEs within a cell, i.e., P is chosen such that PPH = TIK . �is in turn helps to reduce
the training overhead, and coordination among the BSs for pilot assignment is not required any-
more. However, this practice fundamentally limits the achievable performance of a massive MIMO
system as we will demonstrate next.

3.1.3 Pilot Contamination in Massive MIMO systems

It is well known that large antenna arrays at the BS can help to improve signal detection in the
uplink and enable precise beamforming of the downlink signals [8, 10, 22]. If the channels satisfy
the favourable propagation conditions described in Eq. (2.7) and the BS has perfect knowledge of
the instantaneous channel coe�cients, the achievable sum rate performance grows linearly with
the number of BS antennas, even when linear detection and precoding algorithms are applied. In
particular, the deteriorating e�ects of additive receiver noise can be mitigated by solely adding
more antennas without increasing the transmission power [8, 10, 22]. In a practical multi-cell sys-
tem, however, this advantageous e�ect of large antenna arrays is limited due to pilot contamina-

tion [8–10, 53, 54].
In the sequel, we will illustrate how the performance of a simple linear detection algorithm

will su�er from pilot contamination when detecting the uplink data symbols. Although the pilot
contamination e�ect has been explained in several works, see e.g. [8, 9, 55], we will repeat these
explanations for the sake of completeness in this thesis. As already mentioned earlier, the same set
of pilot sequences is usually reused in all cells of the communication system. Consequently, the BS
in cell b will receive the following signal during the training phase

Y b =
√
γ

B∑
j=1

HbjP + N b. (3.4)
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In order to estimate the channel, the BS can apply the traditional matched �ltering approach which
results in the following estimate of Hbb

Ĥbb = Y b
1
√
γT

PH = Hbb +
∑
j 6=b

Hbj + N b
1
√
γT

PH . (3.5)

It is easy to see that the channel estimate is contaminated by the interfering channels between
the BS in cell b and the users in the neighbouring cells j 6= b as a result of the non-orthogonal
sequences used in the di�erent cells. To detect the symbols Xb transmi�ed during the uplink
data phase in Eq. (3.2), the BS can apply the principle of matched �ltering again. Without loss of
generality, let us consider the estimation of one uplink symbol in the following. To this end, we set
Xj = xj = (xj1 , . . . , xjK )T , where xjk denotes the symbol transmi�ed by user k in cell j with
E(|xjk |

2) = 1. �en, the estimates of the signals of interest are given as

x̂bk = ĥ
H

bbk
Zb =

 B∑
j=1

hbjk + n̄bk

H  B∑
j=1

Hbjxj + nb

 , (3.6)

where ĥbbk denotes the k-th column of Ĥbb, n̄bk is the k-th column of N b
1√
γT P

H and nb cor-
responds to the additive white Gaussian noise with zero mean and unit variance. Let us assume
favourable propagation similar to Eq. (2.7) for all the channels, i.e., the interesting and interfering
channels. �us, if M grows to in�nity, we have

1

M
HH

bjHbj
M→∞

= Dbj ∀ b, j = 1, . . . , B, (3.7)

where Dbj = diag(dbj1 , . . . , dbjK ) and dbjk denotes the power of the channel between UE k in cell
j and the BS in cell b. �en, if M →∞, the Signal-to-Interference-Plus-Noise Ratio (SINR) of user
k in cell b is given as [9]

SINRbk =
d2bbk∑
j 6=b d

2
bjk

. (3.8)

It is evident from the last expression that the SINR of user k can not be increased by a larger number
of antennas at the BS, but it is determined by the power of the interfering channels of those UEs
in the adjacent cells which use the same pilot sequence as UE k in cell b. Similar conclusions can
be drawn when other linear estimation techniques are used [9].

3.2 Channel Estimation Techniques

In this section, we will now introduce some selected channel estimation techniques. We present
a mix between traditional approaches which were extended to massive MIMO systems, and two
novel methods which take the problem of pilot contamination into account.

3.2.1 Least Square Estimation

First, we present the Least Squares (LS) estimator as the simplest method estimating the coe�cients
of Hbb from the training signal Y b. �e LS estimate of the channels between the BS in cell b and
its UEs is obtained by multiplying the received training signal with the conjugate transpose of the
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pilot matrix, i.e.,

Ĥ
LS
bb = Y b

1
√
γT

PH = Hbb +
∑
j 6=b

Hbj + N
1
√
γT

PH . (3.9)

It is evident from (3.9) that the LS estimate is contaminated by the channels from the interfering
cells due to the sum term in (3.9) as already demonstrated earlier in Chapter 3.1.3. Nevertheless,
the estimator does not require any further information but the pilot sequences and is therefore ex-
tremely easy to implement. Moreover, the LS estimator does not rely on any asymptotic properties
of massive MIMO channels.

3.2.2 Amplitude-Based Blind Pilot Decontamination

To leverage from the bene�ts provided by a large number of BS antennas, an improved channel
estimation technique speci�cally designed for massive MIMO systems which are subject to pilot
contamination was presented in [43]. �e basic principle of the so-called blind channel estimation

technique is as follows. In order to estimate the channels between the BS in cell b and its UEs, the
signal received during the training phase is projected onto the subspace spanned by the channels
in Hbb which eliminates some parts of the additive receiver noise and the contamination caused
by the interfering cells. �en, the channels are estimated by applying conventional estimation
methods to the projected (decontaminated) training signal.

Let us consider this strategy in more detail. At the beginning, the BS in cell b performs an eigen
decomposition of the signals received during the uplink data phase as

Y bY
H
b = U bΛbU

H
b , (3.10)

where U b ∈ CM×M is a unitary matrix and Λb is a diagonal matrix whose entries are the eigen-
values of Y bY

H
b sorted in non-increasing order. From this eigen decomposition, we now aim to

�nd a basis of the subspace spanned by the channels in Hbb. It was shown in [43] that in the large
system limit, i.e.,M →∞,M � K and under favourable propagation conditions, theBK largest
eigenvalues in Λb are identical to the Euclidean norms of the BK channel vectors contributing to
the signals in Y b. From a physical point of view, it is justi�ed to assume that the norms of the chan-
nels in Hbb (i.e. the channels of interest) are larger than that of the channels in Hbj ∀ j 6= b (i.e.
the interfering channels) as a result of perfect power control and power-controlled hando� strate-
gies [43]. Consequently, the �rstK eigenvectors in Λb correspond to the norms of the channels to
be estimated. Hence, the corresponding eigenvectors, i.e., the �rstK columns of U b, subsequently
combined in the matrix Eb = (ub1 ,ub2 , . . . ,ubK ) ∈ CM×K , constitute an orthogonal basis of the
estimated channel subspace Hbb. In order to estimate the actual channel coe�cients, the detected
training signal Y b is then projected onto the subspace spanned by Eb. �is projection eliminates
the interfering signals caused by the pilot transmission in adjacent cells and thus mitigates the
e�ect of pilot contamination. Additionally, signi�cant contributions of the additive receiver noise
are cancelled out due to the reduction of the signal dimensions [43]. �e estimate of Hbb is then
obtained by means of conventional LS estimation applied to the decontaminated training signal,
i.e.,

Ĥ
AM
bb =

1
√
γT

EbE
H
b Y bP

H . (3.11)

�e above scheme technically combats pilot contamination on the basis of power di�erences
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among the channels of interest and the interfering channels. Hence, the e�ectiveness of the method
decreases if the signals of UEs using the same pilot sequence have similar received powers at the BS,
a case which might occur if both UEs are closely located at the cell edges. Nevertheless, the blind
subspace estimation is a formidable example demonstrating how to leverage from the advantages
of large antenna arrays under favourable propagation environments.

3.2.3 DFT-Based Blind Pilot Decontamination

To further improve the performance of the blind channel estimation technique described in the
last section, [45] presented an extension which aims to separate the interesting and interfering
signals by exploiting angular properties of the channels. It was suggested to increase the accuracy
of the estimate of Hbb by �ltering the amplitude-based estimate ĤAM

bb from (3.11) in the frequency
domain. �is suggestion is based on the observation that the power of a channel with limited
angular support is concentrated in a con�ned frequency range. Moreover, the frequency ranges
of channels with disjoint angular support were observed to be non-overlapping which enables the
cancellation of undesired signals [45].

We explain the technical implementation of this strategy in the following. To begin with, we
write down the conventional Discrete Fourier Transform (DFT) matrix whose modi�ed version is
used for the �ltering procedure later:

F = (f0,f1, . . . ,fM−1) =



1 1 1 . . . 1

1 ω ω2 . . . ωM−1

1 ω2 ω4 . . . ω2(M−1)

...
...

... . . . ...
1 ωM−1 ω2(M−1) . . . ω(M−1)(M−1)


, (3.12)

where we denote the columns ofF asfm = (ω0, ω1·m, ω2·m, . . . , ω(M−1)·m)T andω = exp
(
−2π
M

)
.

Our goal is to design a �lter matrix which cancels out all contributions originating from the unde-
sired channels in Hbj ∀ j 6= b. Since we do not know a priori which frequency ranges the powers
of the channels in Hbb are concentrated in, we need to consult a coarse estimate of Hbb. For in-
stance, such a “pre-estimate” can be obtained from (3.11) for the current and preceding channel
realizations. Assuming thatN such estimates are available, we now design a �lter matrix FFbk

for
each user k which retains only the contributions of the corresponding channel hbbk . To this end,
we project the N coarse channel estimates, subsequently denoted as h̃bbk(n), onto the basis vec-
tors of the DFT matrix and keep only these columns fm of F , for which the empirical mean power
of the projected channel estimate is larger than a certain fraction µ ∈ [0, 1] of the mean power of
the original version h̃bbk(n). More speci�cally, for user k we obtain the �lter matrix FFbk

from F

by keeping only those columns of F whose indices are contained in the set

Fbk =

{
m :

N∑
n=1

|fHmh̃bbk(n)|2 > µ

N∑
n=1

|h̃bbk(n)|2, 0 ≤ m ≤M − 1

}
. (3.13)

�en, the projection matrix of user k is given as

Πbk = FFbk
FH
Fbk

(3.14)
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and we collect the projection matrix of the UEs in cell b in the block diagonal matrix

F̃ b = diag(Πb1 ,Πb2 , . . . ,ΠbK ). (3.15)

Eventually, the improved estimate of Hbb is computed as

ĥ
AD
bb = F̃ bĥ

AM
bb , (3.16)

where ĥ
AM
bb = vec

(
Ĥ

AM
bb

)
is the vectorized channel estimate from (3.11).

�e method described above aims to further improve the blind estimate from Eq. (3.11) by exploit-
ing the knowledge about the channel realizations in previous coherence intervals. Even though
this information is readily obtainable at the BS, no improvements can be expected when the power
spectra of the channels �uctuate considerably. Moreover, the performance of this method heavily
depends on the underlying channel model since it requires the power spectra of the interesting
and interfering channels to be clustered in non-overlapping frequency intervals. �is issue is elab-
orated later in Chapter 3.3.3.

3.2.4 MMSE Estimation with Polynomial Expansion

�e last channel estimation technique investigated in this thesis is the traditional Minimum Mean
Square Error (MMSE) estimator and two modi�ed versions.

�e MMSE estimator in its traditional form is given as [51]

ĥ
MMSE
bb = RbbP

H
(
PRbbP

H
+ Sb

)−1
yb, (3.17)

where yb = vec(Y b) is the vectorized form of the received training signal, P = 1√
γT P

T ⊗ IM ,
Rbj is the covariance matrix de�ned in (3.1) and the covariance matrix of the contaminating signal
is given as

Sb =
B∑

j=1,j 6=b
PRbjP

H
+ IMT . (3.18)

We conclude from (3.18), that the MMSE estimator in (3.17) exploits the knowledge of the SNR and
the channel statistics of the interesting and interfering channels. Since these quantities change
only slowly over time, we assume that Rbb and Sb are perfectly known at the BS [51].

In order to reduce the complexity of the MMSE receiver, which is mainly determined by the
computation of the matrix inverse in (3.17), we present two approaches originally proposed in [51]
in the following. It is well known that the inverse of a diagonal matrix is simply obtained by
inverting each element on the diagonal. �us, a straightforward method to decrease the complexity
of the MMSE estimator is to diagonalize the covariance matrices, i.e., to set all o�-diagonal elements
of Rbb and Sb to zero. Consequently, the diagonalized MMSE estimator is given as

ĥ
diag
bb = R

diag
bb P

H
(
PR

diag
bb P

H
+ S

diag
b

)−1
yb, (3.19)

where R
diag
bb and S

diag
b are obtained by se�ing all o�-diagonal elements of Rbb and Sb to zero.

We remark that the diagonailzation of the covariance matrices is accompanied by a loss of infor-
mation, which in turn results in considerable performance degradation of the estimator in (3.19)
compared to the original version (3.17) if the o�-diagonal entries of the original matrices Rbb and
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Sb signi�cantly deviate from zero.
�e authors in [51] thus proposed to compute the matrix inverse in (3.17) by means of a L-

degree polynomial approximation which helps reduce the computational complexity of the es-
timator while the information contained in the o�-diagonal elements of Rbb and Sb can still be
exploited. �is approach leads to the so-called Polynomial Expansion Channel Estimator (PEACH):

ĥ
PEACH
bb = RbbP

H
L∑
l=0

α
(
IMT − α

(
PRbbP

H
+ Sb

))l
yb, (3.20)

where the constant α is given by

α =
2

tr
(
PRbbP

H
+ Sb

) . (3.21)

It can be seen from (3.20), that the PEACH estimator does not involve the computational in-
tensive matrix inversion anymore. We remark that the PEACH estimator approaches the original
MMSE estimator in (3.17) for L→∞, thus L can be chosen such that a desired trade-o� between
complexity reduction and channel estimation accuracy is achieved [51].

3.3 Simulation Results

In the remainder of this chapter, we evaluate the presented estimation techniques by means of
numerical simulations. �e focus of our studies in not on the comparison of channel estimation
techniques among each other, in fact, we aim to identify the impacts of di�erent channel models
on the individual estimators.

3.3.1 Preliminaries

As an indicator of the performance measure of the estimation techniques, we use the Normalized
Mean Squared Error (NMSE), de�ned as

NMSE = 10 log10

(
1

K

K∑
k=1

‖ĥbbk − hbbk‖2

‖hbbk‖2

)
, (3.22)

where hbbk is the actual channel between UE k in cell b and the BS in cell b and ĥbbk is its estimate.
We note that smaller values for NMSE correspond to a be�er performance of the investigated
estimators.

In the remainder of this chapter, we will refer to the individual estimation techniques described
earlier by the abbreviations given in Tab. 3.1. �e table also provides the parameters of the estima-
tors used throughout our experiments.

3.3.2 Simulation Setup

In our simulations, we consider a multi-cell system with B = 7 cells. �e massive MIMO BS is
equipped with M = 64 antennas and we assume a user population of K = 9 UEs in all the cells.
During the training phase described in Eq. (3.3), a scaled identity matrix is adopted as a basic pilot
matrix in allB cells, i.e., P j = KIK ∀j = 1, . . . , B. Moreover, the channel realizations are drawn
from the four models described in Chapter 2.2.
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Table 3.1: Simulated channel estimation techniques.
Estimator Abbreviation Simulation Parameters
LS Estimator Eq. (3.9) LS not available
Power-Based Blind Estimation Eq. (3.11) AM D = 200 (# data symbols)
DFT-Based Blind Estimation Eq. (3.16) AD µ = 10−2/M , N = 10

MMSE Estimator Eq. (3.17) MMSE not available
Diagonalized MMSE Estimator Eq. (3.19) DIAG not available
PEACH Estimator Eq. (3.20) PEACH L = 15

For Clarke’s model, the number of sca�erers is set to NS = 15 as in the preceding chapter.
When using the Kronecker model, the correlation matrices in (2.8) are computed according to our
parameterization suggested in Chapter 2.3.3. In particular, the channels between the UEs in cell
b and their BS (i.e. the elements of Hbb) are generated using aB = 0.3 and aUE = 0.6, while
aB = 0.3 and aUE = 0 is used to generate the interfering channels (i.e. the entries of Hbj ∀ j 6= b).
�is setup corresponds to a scenario where the UEs within cell b are co-located and thus have
correlated channels, while the interfering UEs are far away, i.e., there is no correlation between the
interesting and interfering channels. For the COST 2100 model, the parameter set from [11, Table
7.1] is adopted. To obtain comparable conditions for the Kronecker and COST 2100 model, the UEs
of cell b are placed on a circle with �ve-meter diameter and the distance between BS and the centre
of the circle is 50 meters, similar to the simulations in Chapter 2.3.4. Additionally, the interfering
UEs are located on a bigger circle with the same centre and a diameter of 200 meters.

We continue to use channel normalization (2.12) which allows us to concentrate on the in�uence
of the di�erent correlation conditions under the models which we discussed earlier in Chapter 2.
In addition to the normalization which is performed on all channels, we follow the strategy in
[51] and scale the interfering channels, i.e., all matrices Hbj ∀ j 6= b by 1/

√
B − 1. �e scaling

facilitates the adjustment of the signal-to-interference ratio. In particular, the choice 1/
√
B − 1

corresponds to the case where the contaminating signal has the same power as the training signals
of the interesting UEs, i.e., the signal-to-interference ratio is 0 dB.

3.3.3 Comparison of Estimation Techniques

We now present the performance of the estimation techniques described in Chapter 3.2. We �rst
compare the performance of the estimators among each other. Subsequently, we evaluate the im-
pact of the channel models on the individual techniques.

Performance Di�erences Due to Estimation Technique

�e performance of the estimators listed in Tab. 3.1 is depicted in Fig. 3.3 for the four di�erent
channel models. It is evident that the estimation error of all the techniques reduces with increasing
SNR. For small SNR values, increasing the power devoted to the training signals helps to reduce the
estimation error which is mostly determined by the additive noise in this regime. However, with
increasing SNR, the interference due to pilot contamination from the adjacent cells outweighs the
e�ects of the noise. Consequently, the estimation error saturates and can not be further decreased
by boosting the power of the training signals. For comparison purposes, we plot the trajectory
of the NMSE for a single-cell system (i.e. B = 1) under i.i.d. Rayleigh channel conditions in
Fig. 3.4. It is evident from the �gure, that the saturation e�ect vanishes if the training signals are
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(a) i.i.d. Rayleigh model
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(b) Clarke’s model
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(c) Kronecker model
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(d) COST 2100 model

Figure 3.3: Performance of channel estimators for M = 64,K = 9, B = 7 and di�erent channel
models.
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Figure 3.4: Performance of channel estimators for i.i.d. Rayleigh model forM = 64,K = 9, B = 1
(no pilot contamination).

uncontaminated for all the estimators except the PEACH technique. �e saturating estimation
performance of PEACH is caused by the error introduced due to the polynomial approximation of
the matrix inverse in Eq. (3.20). To overcome this problem, the degreeL of the polynomial needs to
be increased. �e performance gap between the blind techniques and the remaining estimators in
the large SNR regime results from the projection of the received training signal onto the subspace
spanned by the channels of interest which eliminates large quantities of the additive noise.

When comparing the performances of the di�erent estimation techniques at the same SNR val-
ues, we notice di�erences in terms of estimation error between 10 and 17.5 dB, where LS generally
leads to the worst performance and MMSE gives the best results. �e considerable performance
gap is explained by the fact that LS does not use any information about the wireless channel, while
MMSE exploits the channel statistics which were assumed to be perfectly known at the BS. Al-
though the perfect knowledge of the channel statistics is challenging in realistic systems, one can
generally assume that at least a very good estimate is available since the statistics vary only slowly
over time and can therefore be tracked by the BS [51].

We further conclude from the graphs in Fig. 3.3 that the blind methods AM and AD signi�cantly
improve the estimation error over LS by 2.6 to 6.9 dB. �is is because the projection of the training
signal onto the subspace spanned by the channels of interest, eliminates a considerable contribu-
tion of the additive noise and the contaminating signals, which in turn improves the estimation
accuracy.

�e MMSE and the PEACH estimators provide the best performance under all the channel mod-
els. �is is intuitively clear, since these estimators are the only ones exploiting the full knowledge
about the covariance matrices of the channel of interest and the interfering channels. However,
PEACH performs 1.8 to 3.9 dB worse than MMSE which is due to the errors introduced by the poly-
nomial approximation of the matrix inverse in (3.20). �e gap between PEACH and MMSE can be
reduced by increasing the number of terms, L, used for the polynomial approximation [51]. It is
evident that DIAG provides the worst channel estimate among the MMSE-based approaches since
it does not make use of the information contained in the o�-diagonal elements of the covariance
matrices.
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(a) AM Estimator

−10 0 10 20
−6

−4

−2

0

2

4

SNR [dB]→

N
M

SE
→

i.i.d. Rayleigh
Clarke’s Model
Kronecker
COST 2100

(b) AD Estimator

Figure 3.5: Performance of selected channel estimators under di�erent channel models.

Performance Di�erences Due to Channel Model

A�er the comparison of the di�erent estimation techniques, we now focus on the performance of
the estimators under di�erent channel models. To this end, we compare the individual trajectories
in Fig. 3.3 across the subplots (i.e. the channel models). First, we observe that the relative per-
formance between the estimators is independent of the channel models for all estimators except
the blind approaches AM and AD. While the blind techniques outperform DIAG in the high SNR
regime under the i.i.d. Rayleigh and Clarke’s model, they deliver worse estimates than DIAG under
the more realistic channel models.

To further elaborate this issue, we illustrate the performance of AM and AD under the di�erent
channel models in Fig. 3.5a and Fig. 3.5b, respectively. We notice that both strategies perform up
to 2.4 dB be�er under the idealistic i.i.d. Rayleigh and Clarke channel than under the realistic
channels. In particular, for SNR > 0 dB, the techniques are degraded by about 1.3 dB to 2.3 dB for
the correlated Rayleigh model and by about 1.6 dB to 2.5 dB for COST 2100 model, when compared
to the i.i.d. Rayleigh model. �e similar amount of degradation between the correlated Rayleigh
and COST 2100 models is because the SVS of COST 2100 and Kronecker are much closer to each
other than to that of the i.i.d. model (cf. Fig. 2.10 in the last Chapter). �is clearly demonstrates
the sensitivity of the AM and AD techniques to the underlying modelling approach. �e reason
for this behaviour is rooted in the original derivations of the estimators, which were based on the
i.i.d. Rayleigh model and exploited the favourable propagation conditions o�ered when M grows
large (cf. [43, 45]). However, as we have learned in Chapter 2 (and as can be seen in Fig. 2.10 for
this particular case), favourable propagation conditions similar to the i.i.d. Rayleigh model are only
observed under Clarke’s channel model and the more realistic Kronecker and COST 2100 model
exhibit correlation among the channels. �us, the blind estimation of the subspace involved in AM
and AD is subject to performance degradation under more realistic channels.

Another interesting observation from the graphs in Fig. 3.3 is that the AD technique shows only
minimal performance improvement over AM when Clarke’s model is adopted and no improvement
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at all under the remaining models. To explain this issue, we investigate the power spectra of the UE
channels in more detail. To this end, we plot in Fig. 3.6 the normalized3 channel power spectrum of
the channels of three randomly selected UEs for one exemplary channel realization drawn from the
di�erent channel models. Let us �rst consider the channels drawn from Clarke’s model in which
case AD does outperform AM. It can be inferred from the power spectrum in Fig. 3.6b, that the
UEs can be separated by their channel powers in the frequency domain. In fact, the power of the
individual UE channels is concentrated in di�erent frequency ranges, thereby enabling improved
cancellation of signals of the UEs by the �lter matrix described in Eq. (3.15). We recall, that the
authors in [45] originally assumed channels with limited, non-overlapping angular support, i.e., the
dominant signal parts of a UE impinge with very similar angles at the BS array, whereas the signals
of the individual UEs arrive with di�erent angles. Under such circumstances, the channel powers of
the UEs are concentrated in non-overlapping frequency ranges which facilitates the cancellation
of interfering signals in the frequency domain. Even though Clarke’s model does not generate
channels with limited, non-overlapping angular support, each channel has a “discrete” angular
support. �is can be concluded from Eq. (2.9) in Chapter 2.2.2 which shows that each channel
coe�cient is obtained by the summation of NS waves with randomly chosen angle of arrival.
Clearly, with growing NS , it will become increasingly di�cult to separate the UEs by the AD
technique, even under Clarke’s model. Since Clarke’s model converges to the i.i.d. Rayleigh model
for NS → ∞, we immediately conclude that AD will not outperform AM under i.i.d. Rayleigh
channels. Unfortunately, even the very realistic COST 2100 model does not result in channels with
discrete or limited angular support since the MPCs contained in each channel usually originate
from more than one sca�erer as explained earlier in Chapter 2.2.3.

To conclude our studies, we turn our focus to the performance of DIAG under the di�erent
models. Fig. 3.3 reveals that DIAG experiences a slight performance degradation of about 0.4 dB
over the entire SNR range when operating under Kronecker and COST 2100 channel conditions
compared to i.i.d. Rayleigh and Clarke channels. �is observation is intuitive since the covariance
matrices Rbb and Sb are closer to diagonal matrices in the case of i.i.d. Rayleigh and Clarke rather
than under Kronecker and COST 2100 channels, as a result of the di�erent underlying assumptions
on the correlation between the channel coe�cients. Hence, the error introduced due to the use of
R

diag
bb S

diag
b in Eq. (3.19) is larger under the two la�er models.

In summary, our simulations demonstrate that the performance of traditional estimation tech-
niques such as LS and MMSE are not a�ected by the underlying channel model. However, the
blind estimation techniques speci�cally derived for massive MIMO systems indeed exhibit a non-
negligible sensitivity to the properties of the propagation channels. Moreover, the DIAG approach
is sensitive to the channel correlation in the system by construction.

3.4 Conclusion

In this chapter, we examined the e�ect of the channel models presented in Chapter 2 on the per-
formance of massive MIMO channel estimation techniques. We numerically evaluated the perfor-
mance of selected channel estimation techniques under di�erent channel models. We discovered
that the blind channel estimation techniques and the diagonalized MMSE estimator are sensitive to
the underlying channel model. �e three techniques show a noticeable degradation in performance

3We obtained the normalized power spectrum of the channel hbbk by computing the Fourier transform of hbbk and
dividing it by |hbbk |

2.
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(a) i.i.d. Rayleigh model

0 50 100
−30

−20

−10

0

10

Frequency Index

N
or

m
al

iz
ed

Po
w

er
Sp

ec
tru

m
[d

B]
User 1
User 2
User 3

(b) Clarke’s model
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(c) Kronecker model
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(d) COST 2100 model

Figure 3.6: Normalized power spectrum of three randomly selected UEs.
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for realistic channel models with spatial correlation compared to the traditional i.i.d. Rayleigh and
Clarke model. Furthermore, we demonstrated that the traditional LS and MMSE estimator and its
PEACH approximation perform almost equally well under all the models.
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4 DL Scheduling for IoT scenarios

�e IoT is envisioned to connect a plethora of devices to the global communication network and
its support is an integral part in the development of new 5G cellular networks. Massive MIMO
transmission is considered as a potential enabler for cellular IoT as it allows spatial multiplex-
ing of a large number of devices. �e following chapter of this thesis focuses on the problem
of user selection and fair scheduling for massive MIMO systems to support IoT application sce-
narios. Speci�cally, a method serving the IoT users consecutively in groups is proposed, where
the group sizes are derived from the optimal number of active users in the zero-forcing downlink
channel. �e group members are selected by a modi�ed version of the popular Semi-Orthogonal
User Selection (SUS) algorithm. To illustrate the origin and need of the introduced modi�cations,
the shortcomings of the original SUS algorithm when operating in a massive MIMO system are
identi�ed and elucidated. �e new method is evaluated by means of numerical simulations which
indicate the suitability of the proposed joint grouping and scheduling algorithm for massive MIMO
IoT systems.

Selected parts of this chapter have been submi�ed for publication in the IEEE Wireless Commu-
nication Le�ers journal. �e manuscript was under revision at the time of writing.

4.1 System Model for Downlink IoT Scenarios

In this chapter, we focus on the downlink data transmission in a single-cell wireless communication
system. As in the preceding chapters, the massive MIMO BS is equipped with M antennas while
the UEs have only one antenna. We assume the BS and all the UEs to be fully synchronized. Our
studies focus on highly populated systems where the user population in the cell is larger than M ,
i.e., M > Kcell, where Kcell denotes the number of UEs located in the cell. In the following, we
will denote the set of all UEs in the cell as

Kcell = {1, 2, . . . ,Kcell}. (4.1)

�e downlink channels between the BS and users are described by the channel matrix Hcell =(
hT1 ,h

T
2 , . . . ,h

T
Kcell

)T ∈ CKcell×M , where hk ∈ C1×M denotes the channel between the k-th user
and the BS. As a channel model, we adopt the Kronecker model similar to Eq. (2.8) in Chapter 2.2.1,
that is

Hcell = R
1/2
U, cellWR

1/2
B , (4.2)

where RB ∈ CM×M and RU, cell ∈ CKcell×Kcell are the correlation matrices at the BS and the
users, respectively, and the entries of W ∈ CKcell×M are independently circularly-symmetric com-
plex Gaussian distributed random variables with zero mean and unit variance. �e choice for the
channel model is justi�ed by our investigations conducted in Chapter2, which revealed that the
Kronecker model is able to accurately re�ect correlation properties and sum rate performance of
realistic massive MIMO propagation environments. �roughout this chapter, full knowledge of the
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instantaneous channel coe�cients and the channel statistics at the BS is assumed, that is, Hcell,
RB and RU, cell are available at the BS.

It is well known, that the precoder leading to the highest sum rate is the so-called dirty paper pre-
coder (DPC) [56]. However, due to the high computational complexity, this non-linear precoding
technique can hardly be implemented in practical systems [57]. �erefore, we assume that the BS
employs the computational, less expensive ZFBF technique to precode the downlink data signals.
Although ZFBF is a sub-optimal precoding technique in general, it can reach near-optimal perfor-
mance under certain system scenarios [8,56,58,59]. In particular, whenKcell →∞, ZFBF with SUS
has been shown to reach the same sum rate performance as DPC as an e�ect of multi-user diver-
sity [56,58]. Moreover, if M →∞ and M is much larger than Kcell, serving all the UEs with ZFBF
results in optimal sum rate performance due to the spatial diversity provided by the large antenna
array [8, 59]. Since ZFBF cancels the interference between the users completely [60], very simple
detection algorithms can be employed at the UE side, which in turn facilitates an easier integration
of wide-range wireless communication interfaces in typical low-complexity IoT devices [3, 4].

�e ZFBF precoding matrix is obtained by the computation of the Moore-Penrose pseudo-inverse
of the channel matrix. �erefore, the BS can transmit at mostK ≤M independent data streams at
a time, where K denotes the number of active UEs. Denoting H ∈ CK×M as the channel matrix
of the K active UEs, we express the precoded signals emi�ed by the BS as

x = γH†s = HH(HHH)−1s, (4.3)

where s = (s1, . . . , sK)T ∈ CK×1 contains theK data symbols with unit variance, i.e.,E
(
|sk|2

)
=

1 and H† denotes the pseudo-inverse of H . �e normalization factor γ is chosen such that the
transmit power at the BS is �xed to PBS, that is

PBS = tr
[
E
(
γ2xxH

)]
= γ2 tr

[
E
(
H†ssH

(
H†
)H)]

= γ2 tr

[
H†
(
H†
)H]

. (4.4)

Consequently, γ is given by

γ =

√√√√ PBS

tr
[
H†
(
H†
)H]

=

√√√√√ PBS

tr

[
HH

(
HHH

)−1(
HH

(
HHH

)−1)H]

=

√√√√ PBS

tr
[(
HHH

)−1] .
(4.5)

�e signals received at the K active UEs are described as

y = Hx + n = γHH†s + n = γs + n, (4.6)

where n ∈ CK×1 is the additive white Gaussian noise with zero mean and variance one. Hence,
the inter-user interference is cancelled completely and the K active UEs experience the same SNR
given by γ.
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4.2 Introduction to the User Scheduling Problem and Existing
Solutions

�e application of user selection strategies in a massive MIMO ZFBF system can provide gains
if the excess of BS antennas is small, i.e., Kcell ≈ M [59], or the channels of the UEs exhibit
correlation among each other [9]. In the IoT scenarios considered in this chapter, user selection
is rendered inevitable, since only K ≤ M out of the Kcell UEs can be served simultaneously by
the BS. �erefore, we introduce the user selection problem and review some selected solutions
available in literature in the following.

4.2.1 The User Scheduling Problem

User selection strategies are o�en designed such that the optimal set of users which maximizes the
sum rate is found, see e.g. [56, 59, 61–65]. Mathematically, the problem can be formulated as

Kopt = argmax
K⊆Ku

R(K), (4.7)

where R(K) denotes the sum rate when the UEs in the set K are served and Ku denotes the set
of UEs available for scheduling.1 In general, the best set Kopt depends on the precoder design, the
channel conditions, and it can only be found by exhaustive search due to the combinatorial nature
of the problem [56,65]. However, exhaustive search has a prohibitive complexity and can therefore
not be applied in practice [62]. In massive MIMO systems, the user selection problem becomes
particularly complex owing to the large number of served UEs [9]. For instance, �nding the best
set of UEs when applying ZFBF requires the evaluation of

∑M
m=1

(
Ku
m

)
di�erent combinations of

UEs, where Ku = |Ku| denotes the number of UEs available for scheduling. Even in a moderately-
sized massive MIMO system, with e.g. M = 32 and Ku = 50, the sum rates of more than 1015

possible UE combinations have to be evaluated at the BS, which is computationally infeasible. �is
problem becomes even more pronounced under massive MIMO IoT scenarios, whereKu is usually
notably larger than M [4, 6].

�e above problem formulation does not involve any aspects of fair distribution of resources
among the UEs. In particular, serving only the UEs in Kopt results in a large set of unserved UEs.
�is is a critical observation which is very signi�cant in IoT scenarios for several reasons. Since
Ku is usually very large in IoT networks [4, 6] and

∣∣Kopt
∣∣ ≤ M , the fraction of UEs being served,

namely
∣∣Kopt

∣∣ /Ku, is increasingly small with growingKu, becauseM is typically �xed. Moreover,
a large number of possibly resource starving UEs is undesirable in IoT networks, as it might hinder
applications which require the frequent transmission of short control messages to the IoT devices,
see e.g. [1, 66–68]. In addition to this, many IoT devices have low or limited mobility [4, 6] and
devices such as smart meters and many smart city appliances do not move at all [1]. Hence, the
channel conditions of these devices are quite static and devices with unfavourable channel con-
ditions might never be scheduled. �erefore, we present a scheduling strategy for IoT scenarios
which involves the sum rate maximization and the fairness aspect later in Section 4.3.

1Note that Ku = Kcell if all the UEs in the cell are subject to scheduling and no further restrictions apply.
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4.2.2 Review of some selected User Scheduling Strategies

User scheduling strategies have been rarely investigated in massive MIMO-related literature. Typ-
ically, the assumption Kcell ≤M is made and user scheduling is not considered, see e.g. [8–10, 53,
69–71]. As already mentioned, if M � Kcell, all UEs can be served simultaneously with optimal
sum rate performance which renders user scheduling unnecessary. However, if the users are cor-
related or the excess of BS antennas is small, i.e., Kcell ≈ M , user scheduling can o�er gains in
sum rate performance. �us, [59,63] investigated scheduling strategies for massive MIMO systems,
however, only the case when Kcell ≤M was studied. Recently, [61,72,73] presented user schedul-
ing strategies maximizing the sum rate in massive MIMO systems, but fairness aspects have not
been considered in these works.

In the following, we will review three selected scheduling strategies available in literature. Subse-
quently, we will modify and combine the �rst two methods and present an improved user selection
strategy suitable for massive MIMO systems, which also incorporates the fairness aspect. More-
over, the third strategy presented in our brief literature review will serve as a benchmark approach
for performance comparisons.

Improved Random User Scheduling

We �rst review a low-complexity random user selection strategy for massive MIMO ZFBF systems
initially presented in [62]. �e strategy aims to improve the sum rate performance by �nding
the optimal number of simultaneously scheduled UEs, denoted as K∗, for a given ZFBF downlink
channel. A�er the computation of K∗, a set of active UEs, denoted as Ka, is randomly chosen
from Ku, such that Ka = |Ka| = K∗. �e bene�t of this approach is its very low computational
complexity which is equal to that of traditional random scheduling as long as the channel statistics
remain constant.

�e authors in [62] �rst give an expression for K∗ which depends only on the channel statis-
tics. For the derivations, a Kronecker channel model as in (4.2) was adopted, where an arbitrary
correlation at the BS and uncorrelated UEs, i.e., RU, cell is a diagonal matrix, were assumed. �en,
by using large system analysis, i.e., M,K →∞, the SNR experienced at the K active UEs can be
approximated by [57, 60, 62]

γ(K) =
PBSMφ

K
, (4.8)

where φ is the unique solution of

φ =
1

M
tr

(
RB

(
IM +

KRB
Mφ

)−1)
. (4.9)

�e value of φ can be determined iteratively, such that φ = lim
k→∞

φk with

φk =
1

M
tr

(
RB

(
IM +

KRB
Mφk−1

)−1)
∀k ≥ 1 (4.10)

andφ0 = 1. By evaluating (4.8) forK ∈ {1, . . . ,M}, the value ofK∗ is found by a one-dimensional
search as

K∗ = argmax
K∈{1,...,M}

K log2 (1 + γ(K)) . (4.11)
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Subsequently, the algorithm randomly selects Ka ⊆ Ku with |Ka| = K∗ in each scheduling inter-
val.

Note from Eq. (4.8)-(4.11) thatK∗ depends only on the channel statics and not the instantaneous
channel coe�cients, thus the knowledge of Hcell is not needed to perform the scheduling process.
Since the channel statistics vary slowly over time, K∗ does not need to be recomputed in every
scheduling interval. �at is, as long as the channel statistics do not change, the proposed selection
method has the same computational complexity as conventional random user selection of O(1)

[62].
Although the improved random user selection seems to be a very simple and straightforward

approach, it has been shown in [62] that it can outperform even more sophisticated methods, such
as SUS. In order to facilitate a deep understanding of this phenomenon, we will introduce the
concept of SUS next.

Semi-Orthogonal User Selection (SUS)

�e SUS algorithm originally proposed in [56] greedily chooses the UEs such that the channels of
the selected UEs are semi-orthogonal and the e�ective channel gains are maximized. �e algorithm
was originally developed for conventional MIMO systems, i.e., M = 2, 4, and it has been shown
that ZFBF combined with SUS reaches optimal performance in such systems ifKcell →∞ [56]. SUS
has been widely applied, even in massive MIMO systems, see e.g. [59, 62, 63, 65]. However, to the
best of our knowledge, the performance of the original algorithm when applied to massive MIMO
systems has not yet been studied in great depth. In order to facilitate a deeper understanding of
SUS and its behaviour in systems with large M , we review the basic idea of the algorithm in the
following.

As input parameters, SUS requires a set of UEs available for scheduling, denoted as Ku, the
channel vectors hk ∈ C1×M ∀ k ∈ Ku, and the system parameter α determining the desired
degree of orthogonality among the selected UEs. As an output, the algorithm provides a set of
selected UEs, denoted as Ka. �e procedure of SUS is formally stated in Algorithm 1. Generally,
SUS splits the input set Ku into two subsets, namely the set of selected (active) UEs, Ka, and the set
of candidate UEs, Kc. At the beginning, SUS chooses the user with the largest channel gain from
Ku according to Eq. (4.13). Subsequently, in each iteration step i, SUS picks the UE with the largest
e�ective channel gain from the set of candidate UEs. To this end, the e�ective channel gain, i.e.,
the component of hk orthogonal to the subspace spanned by the e�ective channels of the already
selected UEs, denoted as {g(1), . . . , g(i − 1)}, is computed for each candidate UE k ∈ Kc. In
step two of the iterative procedure, the UE with the largest e�ective channel gain is then selected
according to Eq. (4.13). As a last step, the set of candidate UEs is updated, such that the degree
of orthogonality among the e�ective channels of the already selected UEs and the channels of the
candidate UEs is below the pre-determined threshold α (see Eq. (4.14)). �e iterative procedure
is repeated until either the maximum number of UEs is scheduled, i.e., Ka(i) = M , or no more
candidate UEs are le�, i.e., Kc(i) = ∅.

�e key-step of SUS is step three in the iterative procedure. Here, the set of candidate UEs, Kc,
is shrunk in each iteration step i, such that the normalized correlation between the channels of the
UEs considered for scheduling in the next iteration step and the e�ective channels of the already
selected UEs is bounded by the parameter α. Technically, a third (internal) subset of UEs is created
here, namely the set of rejected UEs, denoted as Kr(i). At the beginning, this set will be empty,
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Algorithm 1 Semi-Orthogonal User Selection (SUS) [56]
Input: Ku, hk ∀ k ∈ Ku, α

Set Ka(0) = ∅, Kc(1) = Ku, i = 1

while Ka(i− 1) < M ∧ Kc(i) 6= ∅ do

1. Compute component of hk orthogonal to the subspace spanned by {g(1), . . . , g(i − 1)}
for each candidate user k ∈ Kc(i)

gk = hk −
i−1∑
j=1

hkg(j)H

‖g(j)‖2
g(j) (4.12)

Note: for i = 1: gk = hk ∀ k ∈ Kc

2. Select the i-th user such that e�ective channel gain is maximized, i.e.,

s = argmax
k∈Kc(i)

‖gk‖

g(i) = gs

Ka(i) = Ka(i− 1) ∪ {s}

(4.13)

3. Update Kc(i+ 1), the set of users semi-orthogonal to g(i) as

Kc(i+ 1) =

{
k ∈ Kc(i) ∧ k 6= s :

∣∣hkg(i)H
∣∣

‖hk‖ ‖g(i)‖
< α

}
, (4.14)

where α ∈ R is a small positive constant.
Set i← i+ 1

end while
return Ka(i)
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i.e., Kr(0) = ∅. �en, in iteration i, if a UE k ∈ Kc(i) does not satisfy the inequality in Eq. (4.14),
it will not be considered for scheduling anymore in the preceding iterations. More formally, it will
be moved from the set Kc to Kr. In particular, the set of rejected UEs in iteration step i is formally
given as

Kr(i) = Kr(i− 1) ∪

{
k ∈ Kc(i) :

∣∣hkg(i)H
∣∣

‖hk‖ ‖g(i)‖
≥ α

}
∀ i ≥ 1. (4.15)

Note that once moved to the set Kr, this UE will not be considered as a possible candidate for
scheduling again, which has an important implication described next.

�e parameter α overtakes the function of controlling the number of scheduled UEs. When
α = 1, all unscheduled UEs will be considered for scheduling in each iteration step and M UEs
will eventually be scheduled.2 In contrast to this, when α is close to zero, only a small subset of
Kc(i) will be considered in the next iteration i+ 1 and most of the UEs will be reject and moved to
Kr(i). �is makes the algorithm very sensitive to the right choice of α, as experimentally observed
in many studies [56, 58, 59, 62, 63]. As our investigations in Chapter 4.4.2 further ahead will reveal,
this sensitivity becomes even more pronounced under massive MIMO systems and a wrong choice
of α can lead to severe performance degradation. Moreover, it should be noted that the optimal
choice of α, i.e., the α resulting in best sum rate performance of SUS combined with ZFBF, can only
be determined numerically and depends on many system parameters, such as channel conditions,
Ku, M and PBS [56].

Before moving on to the next scheduling strategy, we brie�y want to evaluate the complexity
of SUS in terms of number of required Floating Point Operations (FLOPS), where one FLOP is
either one complex addition, subtraction, multiplication, division or a comparison. It is clear, that
the complexity of the steps performed within the while loop depend on the iteration index i. In
particular, step one requires |Kc(i)| (3M(i− 1) +M) FLOPS for the computation of gk for all
candidate UEs. Moreover, step two necessitates the evaluation of |Kc(i)| norms of a 1×M vector
which is equivalent to 2M |Kc(i)| FLOPS. �e computation of Kc(i+ 1) in step three involves the
evaluation of |Kc(i)|−1 normalized inner vector products, i.e., 6M(|Kc(i)|−1) FLOPS. Since, the
iterative procedure is performed at most M times, the overall number of FLOPS required by SUS
can be approximated as

FLOPSSUS =

M∑
i=1

(|Kc(i)| (3Mi+ 6M)− 6M) (4.16)

SinceKc(i) depends onα, |Kc(i)| can not be exactly determined analytically [56]. However, |Kc(i)|
can be upper-bounded by se�ing α = 1 which results in |Kc(i)| = Ku − i. �us, for Ku �M we
can bound (4.16) by

FLOPSSUS ≤ 3KuM
M∑
i=1

i+ 6KuM
2 − 6M2 =

3

2
KuM

2(M + 1) + 6KuM
2 − 6M2 (4.17)

From the last equation we conclude, that the number of FLOPS required for the SUS implementation
given in Algorithm 1 scales withO(KuM

3). Note that it is possible to implement SUS such that the
number of executed FLOPS scales withO(KuM

2)+O(M3) [74]. �is is an important observation,
especially in massive MIMO systems where M is large and makes SUS a very practical scheduling

2If the input setKu has less than M+1 members, i.e., Ku ≤M , then all Ku UEs will be scheduled thereby rendering
the execution of SUS unnecessary.
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approach.

Zero-Forcing with User Selection (ZFS)

As a last scheduling strategy investigated in our literature review, we outline the principle of Zero-
Forcing Beamforming with User Selection (ZFS) originally presented in [64]. In order to �nd the
best set of UEs, ZFS directly evaluates Eq. (4.7) and selects the UEs in a greedy manner until no
improvement in sum rate performance can be achieved anymore. More formally, ZFS selects the
i-th user such that

si = argmax
k∈Ku\Ka(i−1)

R(Ka(i− 1) ∪ {k}), (4.18)

where Ka(i) denotes the set of UEs which have been selected a�er iteration i. �e sum rate when
serving the set K is hereby given as

R(K) = |K| log(1 + γ(K)), (4.19)

where γ(K) is given according to Eq. (4.5) as

γ(K) =

√√√√ PBS

tr
[(
HKHK

H
)−1] . (4.20)

Here, HK ∈ C|K|×M denotes the matrix having the channels of the UEs contained inK as its rows.
�e procedure of ZFS is summarized in Algorithm 2.

In contrast to SUS, ZFS does not require an additional parameter and performs the selection
process based on the channel coe�cients only. Moreover, by construction, it is guaranteed that
adding a new user to Ka will never degrade the sum rate performance of ZFS, which is not true
for SUS [65]. However, the computational complexity of ZFS is signi�cantly higher than that of
SUS, as a result of the repeated computation of the rate R(Ka(i) ∪ {k}) in Eq. (4.23). Despite
the existence of a low-complexity implementation of ZFS (the so-called eZFS method presented
in [65]), ZFS is more complex than SUS since the number of required FLOPS, even for eZFS, scales
with O(KuM

3). �erefore, we consider ZFS as a computationally expensive benchmark strategy,
which is unlikely to be implemented in practical massive MIMO systems with large M .

4.3 Joint Grouping and Scheduling in IoT scenarios

In this section, we derive a scheduling approach speci�cally designed for massive MIMO IoT sce-
narios. First, we highlight important properties of typical IoT devices which lead us to the basic
approach for a fair scheduling strategy serving all the Kcell users in a grouped manner. �en, we
explain how to split the set of users into groups and select the group members for e�cient data
transmission.

4.3.1 Basic Approach

In typical IoT scenarios, the wireless cells are expected to be densely populated with a very large
number of low-complexity devices [3, 4, 6]. In particular, [4] assumes that a BS should support up
to 480 000 devices, hence in practical massive MIMO systems, where M is in the range of several
tens or even hundreds [9], Kcell, is expected to be notably larger than M . Consequently, sum
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Algorithm 2 Zero-Forcing with User Selection (ZFS) [64]
Input: Ku, hk ∀ k ∈ Ku

Find user with largest channel gain:

s = argmax
k∈Ku

‖hk‖ (4.21)

Set
Ka(1) = {s}

i = 1
(4.22)

while Ka(i) < M ∧ Ku\Ka(i) 6= ∅ do
Find user with largest contribution to sum rate

s = argmax
k∈Ku\Ka(i)

R(Ka(i) ∪ {k}), (4.23)

where R(Ka(i) ∪ {k}) is obtained according to Eq. (4.19)

if R(Ka(i) ∪ {s}) ≥ R(Ka(i)) then
Set

Ka(i+ 1) = Ka(i) ∪ {s}
i← i+ 1

(4.24)

else
break

end if
end while
return Ka(i)
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rate maximizing scheduling strategy as described in (4.7) result in a high number of unscheduled
devices. �us, such an approach is not able to e�ciently support IoT applications which require
a frequent transmission of control signals, such as smart tra�c systems [66, 67] and other smart
city applications [1], or smart health systems [68]. Moreover, the e�ect of resource-starving UEs
becomes even more pronounced if the UEs have very low-mobility and therefore (quasi) static
channel conditions, which is typical in IoT scenarios [4, 6].

�e majority of IoT devices can be categorized as low-cost machine-type devices of low com-
plexity [3,4]. Usually, such devices require the frequent transmission of short downlink messages,
such as control signals or status updates, see e.g. [1,66–68]. �erefore, we propose a simple mecha-
nism to serve all the UEs based on Joint Grouping And Scheduling (JGS). In particular, we suggest
to accommodate a larger number of Machine-Type Communication (MTC) devices by spli�ing
the transmission interval into several sub intervals and serving a di�erent group of UEs in each
sub interval. While decreasing the data rates of the individual users, this procedure enables us to
introduce the fairness aspect and avoid resource-starving UEs completely.

More formally, JGS splits the data transmission interval of length T into G equal parts of length
T/G, during which K = Kcell/G UEs are served. We restrict ourselves to parts of equal length
since it simpli�es a fair distribution of resources among the UEs served in di�erent parts. �e
extension to variable-length intervals to support user groups with di�erent rate requirements is
straightforward. In order to ensure fairness among the UEs, we aim to serve all the Kcell UEs
within one transmission interval and partition Kcell into G disjoint groups, Kg ⊆ Kcell, of size
|Kg| = K ≤ M , such that

⋃G
g=1Kg = Kcell. As a second scheduling aspect, we adopt the usual

objective of sum rate maximization (see e.g. [56,59,73,75]) and a�empt to maximize the minimum
group throughput:

max
K1,...,KG

min
g∈{1,...,G}

R(Kg), (4.25)

where R(Kg) is obtained according to Eq. (4.19). We remark, that (4.25) reduces to the basic
scheduling problem described in Eq. (4.7) if no fairness aspect is considered, i.e., by se�ing G = 1.

We know from Section 4.2.1, that for G = 1 �nding the optimal set of served UEs requires an
exhaustive search in general. For arbitrary G, solving (4.25) still requires exhaustive search, since
the rates R(Kg) can only be determined a�er all group members have been selected [56]. We
therefore apply the following two-step approach leading to a sub-optimal solution of (4.25).

1. We �x the group sizes of each group to K∗, where K∗ ∈ {1, . . . ,M} denotes the optimal
number of simultaneously served UEs leading to the highest sum rate. It is important to note
that we need to determine K∗ before the actual user selection process is carried out. �us,
K∗ needs to be independent of the instantaneous channel realization.

2. For each group g ∈ {1, . . . , G}, we greedily select K∗ UEs, such that the sum rate of the
UEs in Kg is maximized.

We remark that step one follows the basic principle of the improved random selection strategy
presented in Section 4.2.2 to identify appropriate group sizes. Moreover, to further improve the
scheduler performance, we make use of available sum rate maximizing user selection strategies in
the second step described above. In the following two subsections, we will describe both steps in
more detail.
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Figure 4.1: Sum rate of ZFBF downlink system versus number of active UEs.

4.3.2 How to Determine Group Sizes

To motivate the introduction of the optimal group sizes K∗ in step one of JGS, we consider the
ZFBF downlink transmission in a massive MIMO system operating under i.i.d. Rayleigh channel
conditions. It has been shown in [8] that in the large system limit, i.e., M,K → ∞ and M/K =

const. withM/K > 1, the SNR in Eq. (4.5) when servingK UEs simultaneously with equal power
allocation can be expressed as γ = PBS

M−K
K . Hence, the sum rate of the downlink channel is

given by
R = K log2 (1 + γ)

= K log2

(
1 + PBS

M −K
K

)
.

(4.26)

Figure 4.1 illustrates the trajectory of the sum rate in Eq. (4.26) for di�erent numbers of users and
antenna se�ings. �e �gure demonstrates that the sum rate performance becomes increasingly
sensitive to K as the number of BS antennas M grows. Hence, serving an inappropriate number
of UEs simultaneously can lead to severe degradation in sum rate performance under massive
MIMO systems.

Based on this observation, we therefore suggest to choose the group size in step one of JGS such
that the SNR γ of the UEs inKg is maximized. To this end, we denote the channels of theK selected
UEs as H ∈ CK×M and rewrite the trace-term in Eq. (4.5) as

tr
[(
HHH

)−1]
= tr

[(
R

1/2
U WRBW

HR
1/2
U

H
)−1]

(4.27)

= tr
[(
DUUWRBW

HUH
)−1] (4.28)

= tr
[
D−1U

(
QRBQ

H
)−1]

, (4.29)

where RU denotes the K × K correlation matrix of the selected users, RU = UDUU
H is its

eigenvalue decomposition, and Q = UW . We note that Q has the same statistical properties
as W , since U is a unitary matrix and W is a random matrix with zero mean, unit variance
independent Gaussian entries. �is enables us to leverage the results from [60, Chapter 14] and
express the SNR of theK selected UEs in the large system limit, i.e., forM,K →∞ andM/K > 1

as

γ =
PBSMφ

tr
(
D−1U

) , φ =

tr

[
RB
(
IM + K

MφRB
)−1]

M
. (4.30)
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�e optimal number of users served is then found by a one dimensional search

K∗ = argmax
K∈{1,...,M}

K log2 (1 + γ) . (4.31)

We observe from (4.30) that γ is indeed independent of the instantaneous channel realizations
in the large system limit. However, the SNR in (4.30) depends on the choice of selected users
through the eigenvalues DU of the user correlation matrix. Consequently, in the most general
case, it is not possible to determine K∗ before the selection process has been carried out and only
the expected value E

(
tr
(
D−1U

))
can be consulted. In general, the value of E

(
tr
(
D−1U

))
needs

to be computed by numerical evaluation of tr
(
D−1U

)
for di�erent sets of users K ⊂ Kcell with

|K| = K . Fortunately, due to the structure of RU, cell occurring in massive MIMO IoT scenarios,
DU can be assumed to be independent of the actual user selection process in such systems. In
particular, as explained earlier in Chapter 2.3.2, the channels of UEs in close proximity exhibit
some correlation, while channels of distant UEs are uncorrelated. Moreover, the cells in typical IoT
scenarios are expected to be densely populated and the devices can assumed to be geographically
clustered. �is enables us to arrangeRU,cell as a block-diagonal matrix, where each block describes
the user correlation within one cluster of IoT devices, while the correlation between UEs in di�erent
clusters is zero. Since step two of JGS is designed such that the UEs resulting in the largest group
rate, i.e., the UEs leading to the highest SNR in (4.30), are chosen, the scheduler will choose the
least correlated UEs, i.e., UEs from di�erent clusters, for simultaneous data transmission. �is in
turn renders the resulting submatrix RU of RU,cell and hence DU, the SNR (4.30), and thus the
optimization (4.31) independent of the speci�c UE grouping.

4.3.3 How to Find the Group Members

A�er determining the group sizes based on the channel statistics, we now aim to further improve
the sum rate performance by exploiting the knowledge of the instantaneous channel information.
�e selection of theK∗ group members is performed in an iterative manner. In each iteration step,
the members of group g are greedily selected from the set Ku = Kcell\

⋃g−1
`=1 K` such that the sum

rate of the group is maximized. Note that, if Kcell is not a multiple of K∗, the last group G will
contain only mod (Kcell,K

∗) UEs.
To �nd the group members, we adopt a modi�ed version of the SUS algorithm presented in

Chapter 4.2.2. �e iterative application of SUS as a strategy serving all the Kcell UEs has already
been presented in [56]. However, the original SUS algorithm does not allow to determine the
number of simultaneously served UEs, and hence G a priori. Moreover, the optimal value of α is
used in [56] to guarantee maximum performance. Due to the dependencies of α on Ku and the
channel conditions, it is however di�cult to obtain its optimal value in practical systems. �us, we
suggest a modi�ed version of SUS, called SUS-M in the following, which overcomes the practical
limitations of the original algorithm.

As already stated in Chapter 4.2.2, the parameterα overtakes the function of controlling the num-
ber of simultaneously served UEs. As the sum rate performance becomes increasingly sensitive to
the number of served UEs when M grows (cf. Chapter4.3.2), the impact of α on the performance
of SUS increases. However, the optimal number of served UEs becomes more and more predictable
when M is large due to the channel hardening e�ect (cf. Chapter 2.3.2). We exploit this fact to
reduce the sensitivity of SUS to α. In particular, we suggest to modify the �rst termination criteria
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of SUS in Algorithm 1 such that at mostK∗ UEs are served, that is, the condition of the while loop
is changed to

Ka(i− 1) < K∗ ∧ Kc(i) 6= ∅, (4.32)

where K∗ is obtained from the large system approximation in Eq. (4.31). Moreover, to completely
remove the dependency on α, we set α = 1 which means thatKc(i) = Ku\Ka(i− 1), i.e. the most
orthogonal UEs from the set of all possible UEs are selected. We remark that in the general case,
only se�ing α = 1 ensures that all the UEs are served and the group sizes remain �xed to K∗. �e
procedure of SUS-M is presented in Algorithm 3.

We summarize the procedure of JGS in Algorithm 4. �e computational complexity of JGS is
mainly determined by the selection process identifying the group members since K∗ depends on
the channel statistics only and changes slowly over time. In particular, we can state that the com-
plexity of JGS is G − 1 times the complexity of the applied user selection algorithm. Hence, the
computational cost of JGS as described in Algorithm 4 scales with (G− 1)O(KcellM

2).
It is worth noting that also random selection or ZFS could be used to �nd the group members in

step two of JGS. However, the SUS-based selection provides the best trade-o� between computa-
tional complexity and scheduler performance.

4.4 Evaluation of Proposed Scheduling Strategy

We now evaluate the performance of JGS via numerical simulations. �e experimental setup con-
sists of a single-cell massive MIMO system withM = 64 antennas at the BS and a variable number
of UEs. We aim to model a challenging, but realistic scenario, in which the IoT devices appear in
clusters, i.e., the UEs within a cluster are co-located and there are several such clusters spread out
in the cell. In order to model such a scenario realistically, we make use of our results presented
earlier and parameterize the Kronecker model in Eq. (4.2) according to the exponential correlation
model proposed in Chapter 2.3.3. For the sake of simplicity, we assume the matrices describing the
correlation between the UEs within a cluster to be identical across all clusters. For the correlation
parameter, we set aUE = 0.6 and the number of UEs in each cluster is assumed to be nine3. Conse-
quently, RU, cell can be wri�en as a block diagonal matrix with the “cluster-correlation” matrices
having a structure as in Eq. (2.17) on its diagonal. Furthermore, the exponential correlation model
as given in Eq. (2.18) is adopted for RB in Eq. (4.2), where we set aB = 0.3.4

4.4.1 Verification of Large System Approximation ofK∗

We �rst inspect the validity of approximating the optimal number of served UEs by the large
system approximation given in Eq. (4.31). To this end, we compare the analytical solutionK∗ with
a numerically determined Kopt maximizing the sum rate in the system. We remark that �nding
the true value of Kopt for a given channel realizations requires the enumeration of all possible
subsets ofK ⊆ Kcell with |K| ∈ {1, . . . ,M}which is not feasible for the given system dimensions.
�us, we determineKopt by random search as follows: for eachK ∈ {1, . . . ,M}, we selectK UEs
uniformly at random for N trials and retain the selection with the maximum sum rate. �en, the
size of the set corresponding to the largest overall sum rate is chosen as the value for Kopt.

3If Kcell is not a multiple of 9, then the last cluster contains only mod(Kcell, 9) UEs.
4�e adopted values originate from the experimental setup considered in Chapter 2.3.4, which in turn corresponds

to the setup considered in measurement campaign [11].
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Algorithm 3 Modi�ed Semi-Orthogonal User Selection (SUS-M)
Input: Ku, hk ∀ k ∈ Ku

Set Ka(0) = ∅, Kc(1) = Ku, i = 1

while Ka(i− 1) < K∗ ∧ Kc(i) 6= ∅ do

1. Compute component of hk orthogonal to the subspace spanned by {g(1), . . . , g(i − 1)}
for each candidate user k ∈ Kc(i)

gk = hk −
i−1∑
j=1

hkg(j)H

‖g(j)‖2
g(j) (4.33)

Note: for i = 1: gk = hk ∀ k ∈ Kc

2. Select the i-th user such that e�ective channel gain is maximized, i.e.,

s = argmax
k∈Kc(i)

‖gk‖

g(i) = gs

Ka(i) = Ka(i− 1) ∪ {s}
Kc(i+ 1) = Kc(i)\{s}

(4.34)

Set i← i+ 1

end while
return Ka(i)

Algorithm 4 Joint UE Grouping and Scheduling
Input: Hcell, RB, RU, cell

Set Ku = Kcell, g = 1
Compute K∗ according to (4.31) and set G = dKcell/K

∗e
while g ≤ G do

if |Ku| > K∗ then
Kg = SUS-M(Ku,K

∗)
else
Kg = Ku

end if
Ku ← Ku\

⋃g
`=1K`

g ← g + 1
end while
return Kg ∀ g ∈ {1, . . . , G}
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Fig. 4.2 shows the empirical distribution of Kopt for 10000 channel realizations and N = 1000,
M = 64, γ = 10 dB and a UE set Ku of size Ku = 320. In addition to the speci�ed correlated
channel model, we also show the results of this experiment for an uncorrelated channel model for
which RU,cell = IKcell and RBS = IM in Eq. (4.2). �e analytical solution from (4.31) is K∗ = 35

for the correlated and K∗ = 37 for the uncorrelated channel model. Hence, we observe that the
proposed method, which is derived based on the large system limit, provides a good approximation
for the optimal group size also in the case of practical �nite-sized systems. Moreover, it is evident
that K∗ is considerably smaller than M .
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Figure 4.2: Empirical distribution of Kopt obtained via numerical simulations for Ku = 320 and
M = 64.

4.4.2 Improvements of SUS-M over SUS

We now illustrate the e�ects of our proposed modi�cations to the SUS algorithm. First, we demon-
strate the sensitivity of the original SUS algorithm to α under massive MIMO systems. For our
simulations, we set PBS = 10 dB. Fig. 4.3a depicts the surface of the sum rate performance of SUS
described in Algorithm 1 for M = 64 and Ku ∈ {1, . . . , 320}. It is evident from the graph, that
the sum rate varies dramatically over α and the optimum value of α changes with Ku. �is phe-
nomenon can be explained by investigating the number of served UEs, i.e., the value of Ka a�er
user selection, which is depicted in Fig. 4.3b. While small values of α restrict the set Kc too much
and only a small number of UEs is served, larger values of α result in Ka = M . Consequently, the
performance of SUS is highly a�ected by the choice of α, since the sum rate in a ZFBF system is
sensitive to the number of served UEs as demonstrated in Chapter 4.3.2. �e trajectory of the sum
rate is extremely steep around its maximum value, i.e., at the desired point of operation of SUS.
�is requires a very accurate choice of α in order to avoid severe performance degradation.

We remark that SUS was originally designed for conventional MIMO systems whereM is small,
e.g. M = 2, 4. In such systems, SUS exhibits good performance over a wide range of α. However,
with growing M , the sensitivity of SUS to α increases dramatically. To illustrate this, we plot the
sum rate performance versus α for di�erent values of M and Ku = 4M in Fig. 4.4a. Moreover,
to illustrate the relative performance loss when α is not chosen properly, we plot the relative sum
rate performance, i.e., the sum rate divided by the maximum sum rate achievable for a given M in
Fig. 4.4b. It is easy to see from the �gures, that for conventional MIMO (i.e. M = 2, 4) the relative
performance loss due to an improper choice of α is at most 20%. In contrast to this, for a massive
MIMO system with M = 64, the performance degrades up to 70% for a wrong se�ing of α. �e
growing sensitivity is explained by the increased impact of the number of simultaneously served
UEs on the sum rate of a ZFBF systems, which was described in Chapter 4.3.2. In particular, SUS
serves M UEs when α is su�ciently large, which degrades the sum rate performance in massive
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Figure 4.3: Performance of SUS averaged over 1000 channel realizations.
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Figure 4.4: Sum rate and relative sum rate of SUS for di�erent antenna se�ings and Ku = 4M .
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MIMO systems. �us, a proper choice of α becomes increasingly important when M is large.
However, the optimal value of α is di�cult to identify in practical systems as the trajectory of the
sum rate is very steep (cf. Fig. 4.3a and Fig. 4.4a). Hence, the numerical optimization of α requires
very high resolution which increases the computational cost of SUS.

Moreover, we acknowledge from Fig. 4.3a and Fig. 4.5 that the optimal value of α depends on
Ku. �is renders the application of SUS as a method iteratively selecting the group members in
JGS impractical since the optimal α would change for each group index g.

A�er highlighting the shortcomings of the conventional SUS algorithm occurring in massive
MIMO systems, we now demonstrate the bene�cial e�ects of our proposed modi�cations. To this
end, we �rst assess the validity of the modi�ed termination criteria by investigating the number
of UEs served with SUS (i.e. the value of Ka) when α is optimized, i.e., when the largest sum
rate is achieved. �e values of Ka corresponding to the largest sum rate in Fig. 4.3a versus Kcell

are depicted in Fig. 4.6. For comparison purposes, we also plot K∗ obtained from Eq. (4.31). It is
clear that both trajectories almost coincide. Hence, we conclude that K∗ from Eq. (4.31) is a good
approximation of the number of UEs naturally served by SUS when α is optimized. �is validates
the choice of our modi�ed termination criteria in SUS-M.
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Figure 4.7: Performance of SUS and SUS-M forKu = 5M averaged over 1000 channel realizations.

Table 4.1: Simulated grouping techniques.
Grouping Technique Abbreviation Group Size
Proposed JGS (Algorithm 4) JGS K∗

JGS with random group member selection JGS-RS K∗

Iterative SUS (Algorithm 1) G-SUS variable
Iterative ZFS (Algorithm 2) G-ZFS variable

In order to illustrate the validity of our second modi�cation for SUS-M, we plot the performance
of the regular SUS algorithm (as shown in Algorithm 1) and that of the SUS algorithm using the
modi�ed termination criteria for α ∈ [0, 1]. In particular, we show the sum rate performance and
the number of scheduled UEs versus α for both algorithms in Fig. 4.7. We present the results for
M = 32, 64 and chose the number of available UEs as Ku = 5M . While the sum rate of the
original SUS algorithm strongly depends on α, the sum rate of SUS-M remains constantly high for
increasing α which is a consequence of the improved termination criterion |Ka| = K∗ used in
SUS-M. �e constantly high sum rate performance of SUS-M justi�es our choice of α = 1, which
allows the algorithm to select the most orthogonal UEs from the unrestricted set Ku.

4.4.3 Performance of JGS

We now turn our focus to the operation of JGS in a massive MIMO IoT system. In our simulations,
we considerM = 64 andKcell ∈ {M, . . . , 500}. For comparison purposes, we investigate a di�er-
ent version of JGS, which selects the group membersKg uniform at random fromKu. Moreover, we
study the iterative application of the original SUS Algorithm (with optimal α) and that of the ZFS
algorithm. Speci�cally, we apply SUS and ZFS iteratively toKu until all the UEs are scheduled. It is
important to note, that these approaches result in groups of variable size and the number of groups
is not known a priori. An overview of the simulated grouping algorithms is given in Tab. 4.1.

Fig. 4.8 shows the sum rate performance of grouping strategies listed in Tab. 4.1. First, we observe
that JGS-RS is outperformed by all the other scheduling strategy. While JGS-RS exploits the knowl-
edge of the channel statistics only, all other methods evaluate additional information contained in
the instantaneous channel coe�cients which leads to performance improvements. Second, it is ev-
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ident from Fig. 4.8 that our proposed method (JGS) with the modi�ed SUS algorithm outperforms
the original SUS method (G-SUS) for most values of Kcell. �is is due to the di�erent mechanisms
that limit the number of simultaneously served UEs in a group. For G-SUS, the candidate set Kc

is restricted using α and the second criterion Kc = ∅ always terminates the algorithm for group
member selection. As a consequence, α determines the group sizes for G-SUS. By restricting Kc,
the algorithm misses out on some potential candidates that could result in a higher group rate.
However, our proposed JGS strategy does not have such a restriction since it selects the group
members by means of the improved SUS-M algorithm, and thus demonstrates be�er performance.

We now compare the performance of JGS to our benchmark approach G-ZFS. From Fig. 4.8 we
observe, that G-ZFS leads to small performance improvements over JGS for most values of Kcell,
which however, comes with the cost of a considerably higher computational complexity. �e per-
formance gap between JGS and G-ZFS is due to the di�erent natures of the underlying user se-
lection algorithms and the variable group size resulting from the ZFS selection method. We recall
that in JGS, the SUS-M algorithm selects the group members based on channel orthogonality, and
adding a new member might harm the group rate. In contrast to this, ZFS always selects the user
with the largest contribution to the group rate, and by construction of the algorithm, adding a new
user will never deteriorate the group rate. We conclude that our proposed JGS strategy provides
the best trade-o� between scheduler performance and complexity (for the considered strategies)
and it is therefore very suitable for practical systems.

A remarkable observation from Fig. 4.8 is that the sum rate performance of JGS does not increase
monotonically with increasing Kcell. �is is due to the fact that the size of the G-th group is vary-
ing. In particular, if Kcell is not a multiple of K∗, the last group contains less than K∗ members.
�is results in a high rate for the individual UEs in group G, but degrades the overall sum rate
performance. To illustrate this issue, we plot the rates of the individual groups obtained from JGS
and JGS-RS in Fig. 4.9a and Fig. 4.9b, respectively. We remark that we chose two extreme cases
in Fig. 4.9, since for Kcell = 316, group G has only one member, where it has K∗ members when
Kcell = 350. In order to further demonstrate the variations of the individual rates for di�erent
values of Kcell, we plot the average and the range of the individual UE rates for JGS in Fig. 4.8 as a
green line and green shaded area, respectively. We observe that regions (Kcell values) correspond-
ing to low sum rates exhibit a larger variation for the UE rates since the last group contains only
a small number of UEs, which in turn experience high individual data rates. �is reasoning aligns
with the observations from Fig. 4.9. For large values of Kcell, this e�ect is less pronounced since
the number of groups increases, thereby decreasing the in�uence of the last group on the overall
system performance.

As a last aspect of our studies of JGS, we demonstrate how our proposed algorithm helps to
improve the fairness among the users. To this end, we plot the empirical CDF of the individual
UE rates in Fig. 4.10 for the di�erent grouping strategies. For a fair comparison of the JGS-based
strategies with the iterative application of SUS and ZFS, we investigate the two cases whereKcell =

316 (i.e. the last group contains only one UE) and Kcell = 350 (i.e. when all groups contain K∗

UEs) in Fig. 4.10a and Fig. 4.10b, respectively. Both �gures indicate that JGS and JGS-RS provide
more fairness among the UEs than G-SUS and G-ZFS since the slopes of the CDFs of the two former
strategies are signi�cantly steeper. It is clear that all UEs have very similar rates under JGS and
JGS-RS if Kcell is a multiple of K∗, as indicated by the absence of the tail of the CDFs for JGS and
JGS-Rs in Fig. 4.10b.



4 DL Scheduling for IoT scenarios 60

100 150 200 250 300 350 400 450 500
0

20

40

60

80

100

120

Kcell→

UE
Ra

te
[b

it/
s/

H
z]
→

Random
SUS-M
ZFS
SUS

100 150 200 250 300 350 400 450 500
0

1

2

3

4

5

6

UE
Ra

te
[b

it/
s/

H
z]
→

G-ZFS
JGS
G-SUS
JGS-RS
UE Rate (JGS)

Figure 4.8: Sum rate of joint grouping and scheduling algorithm.
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Figure 4.9: Group Rates for Kcell = 316 (red) and Kcell = 350 (blue).
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Figure 4.10: Empirical CDF of individual UE rates for di�erent grouping strategies.
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4.5 Conclusions

In this last part of our work, we considered the user scheduling problem for massive MIMO IoT
systems. We suggested an approach to serve all Kcell UEs based on user grouping. To determine
the group size, we provided an approximation for K∗ for correlated channels based on the Eigen-
values of the UE correlation matrix. To �nd the group members, we introduced a modi�ed SUS
algorithm that overcomes the disadvantages of the conventional algorithm occurring in massive
MIMO systems. �e presented approach results in a system throughput comparable to the com-
putationally more intensive ZFS-based method and it is thus considered as a scheduling strategy
that is very suitable for practical IoT scenarios.
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5 Conclusions and Future Work

Massive MIMO transmission is considered a key technique enabling a tremendous performance
improvement in future wireless communication networks. �e very large number of employed BS
antennas,M , in such systems o�ers various advantages such as increased data rates, higher energy
e�ciency and support of a large number of users. �e promising performance gains o�ered by the
large antenna array at the BS require favourable conditions of the propagation environment which
means that the channels of the UEs are rendered orthogonal with growingM . Consequently, a con-
siderable number of devices can be served simultaneously by the BS which makes massive MIMO
technology a promising candidate enabling new applications scenarios such as IoT networks, in
which a very large number of devices gains access to the wireless communication infrastructure.
Recently, however, practical experiments showed that the favourable propagation conditions are
not always satis�ed in realistic environments, and thus, theoretical performance predictions for
massive MIMO systems might not be achievable in real-world applications.

In this work, we studied massive MIMO systems under two di�erent perspectives. �e �rst goal
of this thesis was to evaluate the in�uence of practical propagation conditions on the performance
of massive MIMO systems. As a second goal, we wanted to demonstrate the application of massive
MIMO transmission as an enabler for IoT scenarios in which a very large number of low data rate
devices gain access to the wireless network.

�e �rst part of our thesis is devoted to the performance evaluation of massive MIMO systems
under realistic propagation conditions. To provide a be�er understanding of the topic, we �rst gave
an overview of existing channel models for wireless propagation environments. We introduced the
i.i.d. Rayleigh model and the closely-related Clarke model as two popular analytical channel mod-
elling approaches which are o�en used in theoretical studies of massive MIMO systems. �en, we
presented the traditional Kronecker model which allows adjustment of the correlation properties
between the channel coe�cients. Moreover, we explained the basic structure of the so-called COST
2100 model, a geometry-based stochastic channel modelling approach which has been identi�ed as
a suitable model to arti�cially generate realistic massive MIMO channels. As one main contribution
of Chapter 2, we proposed a parameterization of the Kronecker model based on the properties of
real-world propagation environments which were observed in practical measurement campaigns
available in literature. �e second main contribution of Chapter 2, is the comparison of the di�er-
ent channel modelling approaches under massive MIMO con�gurations in terms of pairwise and
joint spatial channel correlation as well as achievable sum rates in the ZFBF downlink. We evalu-
ated the four channel models by means of numerical simulations and compared the three metrics
with the values obtained from the measurement campaigns with the following conclusions:

• �e i.i.d. Rayleigh model and Clarke’s model consistently overestimate the performance
of realistic massive MIMO systems in terms of all three parameters as a result of the un-
derlying modelling assumption, which does not involve any correlation among the channel
coe�cients.
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• �e COST 2100 tends to deliver inconsistent results when modelling real-world scenarios.
Speci�cally, for a given set of parameters, it does not accurately re�ect changes in joint spatial
correlation and ZFBF sum rate observed in practical systems over varying M . Furthermore,
besides the high computational model complexity, the number of model parameters is very
large and a properly chosen parameter set is di�cult to obtain from measurement results.

• Our proposed Kronecker model facilitates an accurate and consistent modelling of real-world
propagation environments in terms of the three evaluated metrics: pairwise, joint spatial cor-
relation, and ZFBF sum rate performance. Due to the low computational model complexity
and the complete characterization by only two parameters, our proposed Kronecker model
serves as a suitable approach for simulation of massive MIMO systems under realistic prop-
agation environments.

Our work in Chapter 2 could be extended by the introduction of large-scale parameters in the chan-
nel models, which however, would require the conduction of extensive measurement campaigns.
As another point of future research, we suggest to tie the correlation parameters used in our model
to actual user locations.

In Chapter 3 of this thesis, we examined the e�ect of di�erent channel models on the performance
of massive MIMO channel estimation techniques by means of numerical simulations. We investi-
gated a mix of traditional techniques such as LS and MMSE estimation, and techniques speci�cally
invented for massive MIMO systems such as blind channel estimation. �e experiments were con-
ducted in a multi-cell environment in which the training signals are subject to pilot contamination.
Our studies showed that the performance of channel estimation techniques derived under massive
MIMO systems experience a performance degradation under realistic propagation conditions as a
result of the correlation among the channel coe�cients. �e work in Chapter 3 can be extended
in several ways. First, future studies should investigate more parameters, such as varying number
of BS antennas, UEs and di�erent UE distributions. Second, it is worth to investigate the in�uence
on the detection accuracy a�er channel estimation and the in�uence of the estimation error on the
achievable sum rates in the downlink. Moreover, large-scale parameters should also be included
in future studies.

In the last part of our work, we investigated the application of massive MIMO systems in IoT
scenarios. We considered the fair user scheduling problem in the downlink, and as a main contri-
bution we suggested an approach to serve allKcell UEs based on user grouping. Our approach takes
advantage of the fact that typical IoT devices require only low data rates which enables us to split
the data transmission interval into sub-intervals and serve several groups of UEs in succession.
We proposed to determine the group size based on a large system approximation for correlated
channels and select the group members by a modi�ed SUS algorithm. As an important contribu-
tion of this chapter, we identi�ed and explained the shortcomings of SUS when applied to massive
MIMO systems and suggested an easy modi�cation to the algorithm to overcome its drawbacks.
We evaluated our proposed method by means of numerical system simulation and compared its
performance with user scheduling approaches available in literature. Our investigations demon-
strated that the proposed method signi�cantly outperforms the original iterative application of SUS
and performs almost equally as well as the computational more costly ZFS strategy. Furthermore,
the new method provides a be�er fairness among the UEs than the available approaches. As point-
ers for future research, we suggest to investigate the proposed method under imperfect channel
knowledge at the BS. Moreover, the application of widely-linear precoding techniques should be
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investigated to further increase the number of UEs supported by this method.
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